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An asymmetric plasma divided by a magnetic filter is numerically simulated by the one-dimensional
particle-in-cell codevsimib [Koga et al, J. Phys. Soc. Jpr68, 1578(1999]. Depending on the
asymmetry, the system behavior is static or dynamic. In the static state, the potentials of the main
plasma and the subplasma are given by the sheath potentigls,3Ty./e and ¢s~3Tsc/€,
respectively, withe being an electron charge afg,. and Tg. being electron temperatures .

>Tsd. In the dynamic state, whilepy~3Ty./e, ¢s oscillates periodically betweewbs i
~3Tg /e and ¢ps max~3Te/€. The ions accelerated by the time varying potential gap get into the
subplasma and excite the laminar shock waves. The period of the limit cycle is determined by the
transit time of the shock wave structure. ZD01 American Institute of Physics.
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I. INTRODUCTION being the static magnetic field of the MF; the finite gyrora-
o ) ) o dius effects of electrons elucidate the slow random walks of
_The magnetic filte{MF) is a localized magnetic field, gnergetic electrons because high energy electrons average
which can divide a plasma into two regions of different pa-, v the fine scale fluctuations of the electric fidtf.The
rameters. In the volume nega_tlve hydrc.)gen/deuterlum 'Ohird effect is the formation of the potential gap between two
source, for example, the MF is the critical component toregions separated by the MF. This potential gap made by the

isolate a diffused plasma f'rom a source plasma. The MY, st and second effects acts as an electrostatic filter on elec-
mechanism to create negative hydrogen/deuterium ions is ﬂ}?ons and ions

two-step process of vibrational excitation and dissociative
attachment:? The source plasma involves fast electrons with

energies in excess of 20-30 eV to produce molecules Cgeen executed. The transport process and the potential for-
highly vibrationally excited states. These excited molecule ' port p P

can travel to the diffused plasma across the MF, while hianatlon of the pl_asma_d|V|ded b_y the .MF hz_av_e been investi-
energy electrons are reflected by the MF. The diffuse ated by two-dimensional particle simulatioif. We have
plasma, hence, includes only low energy electrons with elieved in the existence of the static state with the equilib-

temperature of about 1 eV, which are necessary for the didiUm density, temperature, and space potential profiles. So

sociative attachment to the vibrationally excited molecules®Ur concern was limited to the understanding of the transport

This sort of “double plasma” configuration might be useful Process due to the fluctuating turbulent electrostatic field
for processing plasma; the plasma with energetic electrondound the MF. Recently, we unexpectedly found the non-
and the low temperature plasma without energetic electrondatic dynamic state in the plasma with the Wy executing
are needed for the production of radical species and for thée one-dimensional PIC simulation with a newly developed
reduction of the harmful energetic ion bombardm@"te to VSIM1D COdéLO (Visualized particle simulation code in one
the sheath potentiato the substrate surface, respectively. dimension which runs on a PC-UNIX operating system and
There are three effects of the MF. The first and primarydisplays the real time portrayal of the phase space plots of
effect is the Lorentz force on electrons and ions. Dependingharged particles and the potential profile, etc., on the moni-
on the mass and the energy of charged particles, the action &ir. The limit cycle in the terminology of nonlinear physics is
the MF is different for individual particles. The MF, hence, observed. The periodic variation of the potential gap and the
works as the filter to select particles which can go througtperiodic excitation of the laminar shock wavksaused by
the MF. The second is the diffusion process of the chargeibns accelerated by the potential gap constitute the physics
particles. Collisional and/or the turbulent transports acrossinderlying the limit cycle. The movies of the temporal evo-
the MF can explain the character of the MF in which ener-utions of the potential profiles and the phase space plots of
getic electrons diffuse much more slowly than the low en-ions can be found on the CD-ROM compiled in Ref. 12. This
ergy electrons. The turbulent diffusion is dueBEXB drifts  article extends the study of Ref. 9 in which only the discov-
with E being the fluctuating electrostatic electric field @d ery of the dynamic state with a brief physical discussion was
reported. Simulations using a doubled system size with vari-

dGuest staff of National Institute for Fusion Science, Toki, Gifu 509-5292, 0US parameters are done to verify the generality of the pre-
Japan(1 April 1999-31 March 2001 vious results. Detailed measurements are added to clear the

In order to understand the complex behavior of the
lasma with the MF, particle-in-ce(PIC) simulations have
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4 magnetic filter lation parameters are as follows: system slze= 400, Xyr

=200, ay=12, B;=0.2-1.0, electron Debye length in the

main plasmaip.=2, mass ratiom;/m,= 1836, time step

* size: At=0.2, total number of time steps\;=400 000.

Hereafter, we will add subscriptd andS for the quantities

related to the main plasma and the subplasma, respectively.
— The initial electron temperatures of the respective plasmas

" m areTye=4 andTge=1. The initial ion temperatures are set

0 ¥ eource region e WL to beTy;=Ts;=0.4. The initial electron density of the sub-

X * plasma is one fourth of the density of the main plasma. The

initial ion density profile is the same as that of electrons.
FIG. 1. Schematic diagram of the simulation model with the MF. Note that initial conditions are not so important in this simu-
lation because the system includes particle source and loss

physical picture of the phenomena. Also, the parametefNd OUr concem is the long time behavior.

range in which the system behaves dynamically is studied !N order to make up for the particle loss from the respec-

carefully. tive regions, e!ectrons and ions are injected constantly into
This paper is organized as follows. The basic simulatior'fhe source regions. In the main plasmg, one electron and one

model of the asymmetric plasma with the MF is described irfOn are injected every one time step with given temperatures

Sec. II. Simulation results are presented in Sec. Ill. Conclu®f Tme=4 andTy;=0.4 in the region of 228x<380. In
sions and a discussion are given in Sec. IV. the subplasma, one electron and one ion are inserted every

N;, time steps withTge=1 andTg;=0.4 in the region of
Il. SIMULATION MODEL 20§x< 180. Nm_ i.s varied betvyee_n 8 gnd 256. In the_ source

regions, the artifical “thermalization” is done; velocity dis-

The one-dimensional particle-in-cell codesiM1D'® is  tributions of electrons in the respective source regions are

used for the simulation of the asymmetric plasma divided byteset to form new Maxwellian distributions every 150 time
the MF. Physical quantities are allowed to change only in thesteps. Without this process, the electron velocity distribu-
x direction. Hydrogen plasma is assumed. Full dynamics ofions would be cooled eventually because only low energy
electrons and ions are followed under the electrostatic apelectrons are confined in the system by the sheath potential
proximation. A schematic diagram of the simulation model isnear the walls. The total number of particles used in this
depicted in Fig. 1. The left and right ends of the system, sjmulation for each species is about 30 000. The total run-

=0 and x=Ly, are grounded walls. Particles hitting the pjng time is about 12 h on the PC/AT compatible personal
walls are absorbed there. lon sheaths, hence, will be formegbmputer using the CPU of Celeron 450 MHz.

next to the walls. There is a MF at the center of the system
(x=xyge) and the direction of the magnetic field is in the
direction. The spatial profile of the magnetic field strength is“l' SIMULATION RESULTS
given by Before presenting the simulation results for the dynamic
_ 2,2 state, let us consider the static state. It is easy to predict that

B(X)=Bo X = 0.5X=Xwr) /Al there are two types of static equilibrium potential profile for
whereB, is the maximum magnetic field strength aamgk is  the asymmetric plasma divided by the MF. The first corre-
the characteristic width of the MF. The strength of the MF issponds to the case in which the effects of ions coming from
chosen to influence only electron dynamics; ions move freelghe main plasma to the subplasma are negligible. Each
across the MF. To the right of the MF, there is a high tem-plasma has the space potential of the order of the electron
perature and high density main plasma. A low temperaturéemperature ¢~ 3T,), which is equal to the sheath potential
and low density subplasma exists to the left of the MF. Theadjacent to the respective grounded wall. The space potential
source regions are located in the main plasma and the subf the main plasma is higher than that of the subplasma,
plasma, respectively, to produce new electrons and ionsinceTy.>Ts.. The example of this case is shown in Figs.
which will equal the particle loss to the walls. 2 and 3. The parameters chosen for this cas®gre0.7 and

The physical quantities in this paper are expressed ilN;,=64. It is found that the system approaches the static
normalized units. The length is normalized by the grid sizestate aftet~20 000. Figure 2 represents the time evolutions
A. The time is normalized by the inverse of the electronof the average electron densities in the main plasma and the
plasma angular frequencyu;el, where wpe=(neoe2/ subplasma. The average electron densities are measured in
eome) 2 is defined by the initial average electron densitythe source regions of the respective zones. In the stationary
(nep=njp=ng) in the main plasmag andm, are the charge state, the average electron density in the main plasma is
and the mass of electrons, arg is the permittivity in  (nye)=1.66ny, while that in the subplasma igngg
vacuum. Temperatures and potentials are normalized by0.12hy. The density ratio{ngg/(Nye)=0.072 is much
meAnge andmeAzw,ZJe/e, respectively. Note that tempera- larger than the ratio of the particle supplementN;}/
tures in this paper are expressed in the energy unit. The=0.016. The improved electron confinement in the sub-
normalized strength d8, equalsw e/ wpe (wce=€By/Mgis  plasma is explained by the ions coming from the main
the electron cyclotron angular frequencyxat x,;z). Simu-  plasma. Figure 3 depicts the time evolutions of the potentials

subplasma main plasma
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FIG. 2. Time evolutions of average electron densities in the main plasmé&lG. 4. Time evolutions of average electron densities in the main plasma
and the subplasmdny) and{ngy, for B,=0.7 andN;,=64. and the subplasmdny.) and(nsg, for B,=0.5 andN;,=64.
n

of the main plasma and the subplasngg, and ¢5, mea- We have found that there is a dynamic state in which the

sured at the centers of the respective regions. These potepetential in the subplasma oscillates periodically between
tials are time averaged over=20 to eliminate the fluctuat- values of~3T),;, and~3Tg.. The example of this dynamic
ing noise concerning electron plasma oscillations. Thestate is shown in Figs. 4 and 5. The parameters chosen for
potential gap betwee,, and ¢ is observed. The measured this case ard3,=0.5 andN;,=64. Figure 4 expresses the
potentials,¢y, and ¢g, are equal to the sheath potential nexttime evolutions of the average electron densities in the main
to the grounded walls;~3Ty. and ~3Tg., respectively. plasma and the subplasma. We can see the periodic oscilla-
The deviation ofe from the average value is determined by tions in the ripples of the average densities in the respective
the thermal fluctuations in the respective arddi¢e can re- regions aftett~8000. The system approaches the stationary
duce these fluctuations by drastically increasing the numbestate after t~30000. The period of the oscillations
of particles in the simulation with the expense of computerof the ripples is about 2000. In the stationary state,
resources.lt is to be noticed that the potential gap at the MF (nye)=1.561; and (nggy=0.15y with A(nye)=A{nge
accelerates ions in the main plasma into the subplasma; there0.032,, whereA(ny.) andA(ngg indicate the heights
is an ion beam component in the subplasma. No instability i®f the density ripples. The density ratio {$159/(Nye)
observed due to the ion beam component in this static cases0.096. Figure 5 depicts the time evolutions of the poten-
The second static case will be found when the effects ofials at the centers of the main plasma and the subplasma.
ions intruding into the subplasma across the MF are domiThe potential of the main plasma is almost constapy; (
nant. Electrons in the subplasma cannot keep the space pe-12) with small ripples, while that of the subplasma oscil-
tential from going up by reducing the electron loss to thelates betweeps~3 and¢s~12. The period of the potential
wall. Therefore, the potential of the subplasma is a little bitoscillation in the subplasma equals that of the density
higher than that of the main plasma, while the potential ofripples.
the main plasma is determined by the electron temperature; To understand the physical mechanism of the dynamic
dm~3Tpe aNd ps~3Tyet 3Ty~ 3Tye SiNCETHi<T e - state, detailed measurements were done concentrating on the
(In this case, electrons in the subplasma are confined vemgase ofBy,= 0.5 andN;,=64. The typical four periods of the
well by the sheath potential. Hence, in the strict sense, ttime variations of the average electron densities are extracted
maintain the stationary state, the loss mechanism of electrorfeom Fig. 4 and shown in Fig. 6. Note that the axes in Fig. 6

in the subplasma must be taken into account. are different for(ny) and(nse in the offsets of the scales.
20 20
main plasma main plasma
15 ¢ 15 [

T
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FIG. 3. Time evolutions of potentials at the centers of the main plasma anéIG. 5. Time evolutions of potentials at the centers of the main plasma and
the subplasmag,, and ¢g, for Bo=0.7 andN;,=64. the subplasmag,, and ¢g, for B,=0.5 andN;,=64.
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It is clear that(ngg increasegdecreas@swhen (ny,) de- 0 T . 210 =
creasegincreasepwith the delay time ofrp~500. The de- (a) t = 57700 (b) t = 58200

lay time is caused by the space between source regions, since

(nwe) and(ngy are the average densities of the respective ot e Y

source regions. The ions going out of the source region in the

main plasma cross the domain of the MF and come to the .
source region of the subplasma after the timelkfp;, :
wherel =40 is the space between the source regionsvgnd > 0O — M T e

is the average drift speed of ions crossing the MF. We can S T
estimatev p;~1/7p~0.08, which is almost the same as the £ fr‘!"‘./
ion drift speed obyp;~0.1 given by the normalized equation o .4
for the energy conservation, - Lot DbBiaLE s Jon Demsity
Mo~ du— s, £ ¢
where we usedby~ 12, ¢s~ 3, andm,=1836. - ¢
Typical four periods of the time evolutions @f,, and 3 Moy ——
¢ are extracted from Fig. 5 and depicted in Fig. 7. The time PO = e
scales for Figs. 6 and 7 are the same. We can see that the v l
phase ofpg is synchronized with that of the density ripple of b (\ﬁ ﬁ
(nge, although there is a slight difference in the wave forms b :
of ¢s and(ngy. When ¢g is at the minimum, the ion flux . o - g v -
(c) t = 58700 (d) t = 59200

from the main plasma increases due to the potential gap be-
tweeh t_he main plasma ",ind the S_prlasma' Then the IOFE]G. 8. (Color) Snapshots of phase space plots of ions, ion density profiles,
dens'W_'n the S.prlasma 'DCfeaS(iﬁs& 6}|SO enhan(_:es due and potential profiles foB,=0.5 andN,,=64. Time variation for a period

to quasineutrality. Whewbg is at the maximum, the ion flux is shown.

from the main plasma is small since there is no potential gap.

The part of the slow increase 0ffiso after the fast increase
20 may be explained by the particle supplement in the source
, region and the good electron confinement due to the large
main plasma sheath potential at the left wall. As will be shown later, when
" the potential gap is maximum, the higher energy ion beam
® ol with the higher density gets into the subplasiggand(nsg
= reduce when these energetic ions get out of the system. The
same process continues periodically.
5T Snapshots of phase space plots of itng), ion density
T to o to profiles (middle), and potential profilegbottom are shown

o Lsubplasmal | . : in Fig. 8 for different time steps in one period. Four different
54000 56000 58000 60000 62000 times in Fig. 8 are depicted in Figs. 6, 7, 9, and 10 by the

t arrows with the letterga), (b), (c), and (d). In the phase
FIG. 7. Typical four periods of potential oscillations at the centers of theSPace plots, red points indicate ions generated in the main
main plasma and the subplasmga, and ¢, for Bo=0.5 andN,,=64. plasma, whereas blue points denote ions introduced in the
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06 the width of the shock increases in time. These facts are
clearly observed in the phase space plots in Fig. 8. The be-
havior of the system in one period of the oscillation is sum-
marized in the following. When the potential gap is large, the
ion beam flux from the main plasma is large and forms the
shock wave structure due to the overtaking of the slower ions
by the faster iongsee Fig. 8)]. As a result of the higher ion
beam flux the potential of the subplasma increases to the
level of the potential of the main plasnj&igs. §b) and

05

0.4

03

nsi / no

02

01

o . fofololw 8(c)]. In this time scale, the ion beam flux from the main
54000 56000 58000 60000 62000 plasma reduces as the potential gap decreases. At the time
t when the head of the shock wave structure approaches the

FIG. 9. Typical four periods of the time evolution of the ion density at the left wall, the potential in the subplasma starts to decrease
center of the subplasma f@&,=0.5 andN;,=64. [Fig. 8(d)]. When the old shock wave goes out of the system,
the ions with the higher speed and the higher density come
into the subplasma and excite the new shock wave; this pro-
subplasma. Hence the red points in the subplasma show ioress continues periodically.
coming from the main plasma. We can see the structure in  The speed of the ion sound wave in our simulation is
the ion density profile in the subplasma. In the density procs= (T.+3T;)/M;=0.035. From the phase space plots of
file, there is a peak moving in the negativedirection. Ar-  Fig. 8@ we see that the velocities before and behind the
rows in Fig. 8 show the positions of the density peaks. Theshock wave structure areg;;,=0.060 andv ,,=0.094, re-
structure of the ion density reflects the phase space dynamispectively. The velocities of the head and the tail of the
of the ion beam accelerated by the potential gap and travebhock wave structure are calculated from the 16 snapshots of
ing in the subplasma. We can also see slight peaks of th#e ion density profile in one period. The velocity of the head
electrostatic potential profile at the same positions of theof the shock wave structure ig;=0.096, while the velocity
density peaks in the subplasma. The period of the limit cyclef the tail of the shock wave ist=0.053. Hence, the width
is determined by the transit time of the faster ions acceleratedf the shock wave structure increases in time. Note that the
when the potential gap is maximum. arrows in Fig. 8 designate the positions of the tails of the
In Ref. 9, we called the collective phenomena inducedshock wave structures. The ion density between the head and
by the ion beam the beam instability. Lately we have recogthe tail of the shock wave structure is higher than that of the
nized that we are observing the laminar shock waves geneambient plasma. We can think of the head and tail of the
ated by the modulated ion beam. The linear two stream inshock wave structure as two shock fronts; in the frame mov-
stability is stable for our case. The phenomenon is very closang with the average ion velocity, we have two shock waves
to the one experimentally observed by Iketial!* They propagating in forward and backward directions. The mach
used a double plasma device in which the energy of the iomumber of the faster shockhead is (vy—vmin)/cs=1.0,
beam coming into the low density target plasma is suddenlwhile that of the slower shocktail) is (vna—vT)/Cs=1.2.
increased at some time. The faster ions overtake the slowéihe difference in mach number may explain why the tail of
ions and the shock wave structure is formed. The change dhe shock wave structure is more prominent than the head.
energy in the experiment of Ikeat al. corresponds to the The mach number of the head becomes subsonic in time;
variation of the potential gap in our case. Both cases arthen the shock wave structure around the head disappears
similar in two respects(1) a significant amount of ions is [see Figs. &) and 8d)].
reflected from and transmitted through the shock frégy, The time evolution of the ion density at the center of the
subplasma is shown in Fig. 9 for four periods of the limit
cycle. The time scale of Fig. 9 is the same as those of Figs.
003 6 and 7. The sharp peaks in Fig. 9 correspond to the passage
of the tail of the shock wave structure. The sudden reduction
of the ion density just after the maximum is followed by the
slow decrease. Considering that the ion density displayed in

(a) (b) (¢} (d)
§ I Fig. 9 is the sum of the background ions born in the sub-
v‘f_ plasma and the ions coming from the main plasma, the
“ o1 b /\/\ amount of the ions coming from the main plasma is an order
of magnitude larger than that of the background ions in the
subplasma.
L S5(U/n | The time evolution of the ion fluf; at the MF for the

0 - . . . . . . .
54000 56000 58000 60000 62000 typical four periods is shown in Fig. 10. The ions crossing
t the MF from the main plasma to the subplasma are counted
and time averaged over=20. The quantity depicted in the
FIG. 10. Typical four periods of the ion fluk, at the MF penetrating from  Vertical axis,I';/ng, is the number of counts per one normal-

the main plasma and the subplasmaBgr 0.5 andN;,=64. ized time divided by the initial number of ions per one grid
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FIG. 11. Lissajous figure of the potential gafy — ¢s, vs the ion fluxT’;
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FIG. 12. Lissajous figure of the potential gafyy — ¢s, Vs distance of the

at the MF forB,=0.5 andN;,=64. Typical four periods are shown. F and faster shock fronthead from the MF forBo=0.5 andN;,=64. Typical
L designate the first and last data, respectively. Data rotate in the clockwistur periods are shown.
direction.

region, the data are expected to be in the hatched region in
in the main plasma. The number of iofedectrons supplied  Fig. 12. The potential gap is maximum before the shock is
in the source region in the subplasma per one normalizetbrmed. As the shock front propagates in the subplasma, the
time, Sg, is also shown in Fig. 10. The effect of supplied potential gap disappears once and builds up later again. It is
ions is not critical(except for neutralizing the supplied elec- interesting that the potential gap increases before the head
tron charges although supplied electrons have a crucial rolereaches the wall when the shock wave structure is very close
to keep the plasma in the subplasma. The relation betigen to the wall. This may be explained in the following. There is
and the potential gapp,, — ¢, is summarized in the Lissa- an ion sheath without electrons adjacent to the left wall when
jous figure in Fig. 11. Only four periods corresponding to ¢sis maximum. In front of the shock wave structure, there is
Figs. 7 and 10 are shown in the figure. The data in the Lisan electron sheatfthe electron density is higher than the ion
sajous figure rotate in the clockwise direction. WHgnis  density. The shock wave has the effect of pushing the elec-
maximum(minimum) the potential gap reducémcreases trons in front of the shock wave structure to the ion sheath at

It is natural that when the potential gap is maximdry, the wall. So the sheath structure near the wall changes dras-
starts to increase. If; at the MF is larger than the ion flux to tically; the space potential of the subplasma decreases to the
the left wall, the electron flux to the left wall tends to de- minimum value. The minimum o is limited by the sheath
crease to keep the charge neutrality. Because only high efpotential determined by the electron temperature because the
ergy electrons can reach the left wall, the number of elecbulk electrons prevent the potential from going down further
trons to prevent the space potential from going up is limited by enhancing the electron flux to the wall.

So, if the imbalance oF; at the MF and the left wallwhich To identify the parameter range in which the asymmetric
might be proportional to th&; at the MP increases beyond plasma with the MF behaves dynamically, simulations with
some value, electrons cannot contribute to keep the chargéfferent values ofN;, and B, are done. Figure 13 depicts
neutralization. Once the sheath potential adjacent to the lethe average electron density in the subplagma) depend-
wall becomes high enough, no electrons can reach the lefalg on the rate of the particle supplement in the subplasma,
wall and the space potential in the subplasma increases up 1dN;, . The strength of the MF is fixed @&,=0.5. ForB,

the space potential of the main plasma. The maximumof =0.5, the electrons in the main plasma and the subplasma
is limited by ¢,,, becausd’; changes sign itpg is greater
than ¢y, .

On the other hand, it is difficult to explain what triggers
the buildup of the potential gap. This is related to the prob-
lem of why the successive pulse does not appear before the
former pulse reaches very close to the wall. We only see that
I'; at the MF is minimum in the increasing phase of the
potential gap. We have verified that the period of the limit
cycle is determined by the transit time of the shock wave
structure by doing runs with,=200,400,800,1600. Hence
we can conclude that the shock wave structure approaching

08

06

Dynamic State

Static State

<nse> / no
o
E-S

-+ Max.
- Min.

the wall triggers the increase of the potential gap. Figure 12
shows the Lissajous figure of the potential gap versus the
position of the faster shock frorthead for the typical four
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field of B;=<0.37, the static states witthis~3 and ¢~ 12
are observed again. For these lower valueBgf energetic

04 ; increases. So, for the larger valueRyf, the ion beam from

! - Max. the main plasma does not have enough power to cause the
03 i

1

1

1

1
1
1
i = Min. potential increase in the subplasma. For the weaker magnetic
:
1
1

Static State

| Static Statd
el

<{nse> / no

: i > electrons in the main plasma pass the MF, lose energy due to
: the potential gap, and enter into the subplasma. So the elec-

o1 : \«____“_\‘ tron density in the subplasma increases. The increased num-
\Dynamic Statel ber of electrons in the subplasma has the function to keep the
o |

5 o 2 . sheath potential at the level @fs~3.
a3 04 06 08 1 We observe the dynamic state for 0s8B;,=<0.6. For
B, 0.46=B;=<0.6, the system shows the limit cycle. For the
relatively weak values of 0.38B;=<0.45, the intermittent
FIG. 14. Average electron density in the subplagmg, depending oBs.  gtates manifest. In the intermittent cases, some of electrons
The maximum and minimum values are shown for the dynamic case. .
from the main plasma can go to the subplasma and affects
the potential change in the subplasma. The study of these
intermittent states is outside the scope of this paper and will
cannot commute each other. The maximum and minimunbe the subject of a future paper.
values are shown in Fig. 13. The cases with the same values
of maximums and minimums correspond to the static states.
The dynamic state of the limit cycle is observed foN1/ |/ cONCLUSIONS AND DISCUSSION
=1/19, while the static state is seen foN}{=1/18. It is to
be noted that there is a discontinuity betweeN;1# 1/19 The asymmetric plasma divided by the magnetic filter
and 1/18. As IN;, reduces, the solution of this nonlinear (MF) is numerically simulated by the one-dimensional
system changes from the static state to the dynamic stafgarticle-in-cell codevsimiD. The strength of the MF is cho-
with finite radius of the limit cycle. In the dynamic state, we sen to influence only electron dynamics; ions move freely
believe that the positive feedback has the critical effect beacross the MF. The main plasma with the high temperature
fore the stationary dynamic state is formed. Initially, we as-(Ty) and the high density faces the subplasma with the low
sume a static state. Due to the thermal noise, the potentiédémperature Tso and the low density across the MF located
gap is modulated slightly. The weak shock wave producedt the center of the system. The particles hitting the grounded
by the velocity modulated ion beam gets into the left wall. If walls at the left and right ends of the system are absorbed
the reduction of the space potential caused by the approacthiere; there are ion sheaths adjacent to the walls. The fact
ing shock wave is bigger than that of the former potentialthat we are treating the bounded system is important because
modulation, the stronger shock wave is formed. This procesthe effect of the sheath potential is crucial to the observed
continues until the maximum potential of the subplasma goephenomena. Depending on the asymmetry, the system’s be-
up to ¢y, . We can see this positive feedback phase in Fig. Savior is static or dynamic. In the static state, the potentials
for 500=t=<2000. If the effect of the approaching shock of the main plasma and the subplasma are given by the
wave is mitigated by bulk electrons, there is no positive feedsheath potentialsgy~3Tye and ¢s~3Tge, respectively.
back and the static state remains. So the threshold exists ftm the dynamic state, while the potential in the main plasma
the bifurcation of states, which may be the ratio of the ionis almost constant witlb,,~3Tye, the potential in the sub-
beam flux from the main plasma to the plasma density in thlasma oscillates periodically betweeis mi,~3Tse and
subplasma. Hence the dynamic state manifests for the lows max~3Tye. When the potential gap between the main
value of 1N;,, which is equivalent to the low plasma den- plasma and the subplasma is maximum, the ion beam with
sity in the subplasma. The periods of the limit cycles are theéhe higher speed and the higher density gets into the sub-
same for all cases with N/, <1/19. plasma from the main plasma. Then the potential in the sub-
Figure 14 shows the average electron density in the sutplasma gradually increases because of the increased ion
plasma, (nge, depending onB,. The parameter oN;, beam flux from the main plasma. The ion beam with the
=64 is fixed. The discontinuity in the data is also observechigher speed excites the laminar shock wave when it travels
in this case. For the stronger magnetic fieldBgE0.61, the in the subplasma. When the shock wave structure is very
static state with the potential gap is observed. Although therelose to the left wall, the space potential of the subplasma
is no communication of electrons between the main plasmaecomes small. This may be explained in the following.
and the subplasma fd,=0.5, the electron density at the When the shock wave structure is approaching the wall, there
MF is determined by the electrons coming from the mainis an ion sheath without electrons adjacent to the wall. The
plasma or the subplasma. The penetration length of electroredectrons in front of the shock being pushed into the ion
into the region of the MF is roughly determined by the Lar- sheath change the sheath structure and reduce the space po-
mor radius, hence the electron density at the MF is a decreatential in the subplasma. Due to the rebuilt large potential
ing function ofBy. Due to the quasineutrality, the ion den- gap, the new ion beam with the higher speed and the higher
sity at the MF is also a decreasing functionRy; the ion  density gets into the subplasma across the MF. This process
flux from the main plasma to the subplasma reduceBg@as continues periodically. The period of the limit cycle is deter-
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