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In medical diagnosis, there are a variety of examination methods to assess a patient's condition, and the physician must make al
comprehensive assessment based on the results. To assist physicians in making diagnoses, Computer-Aided Diagnosis (CAD)
technologies have been developed to analyze disease symptoms and abnormalities. However, the majority of CAD applications
have focused on imaging diagnostics, and CAD technology has not been sufficiently explored in the field of acoustic signal
[processing. In recent years, there is growing anticipation for advancements in acoustic signal processing technologies utilizing
Artificial Intelligence (AT). If CAD technology for acoustic signals can be realized, it could potentially reduce the workload of
physicians during diagnosis. Therefore, in this thesis , we explore the application of Al-based acoustic signal processing to|
lauscultation, one of the diagnostic methods for lung diseases. Lung sounds is difficult to be classified by statistical analysis because
normal and abnormal sounds overlap in frequency bands, and they are prone to various types of noise introduced by different|
diagnostic environments. It is difficult for traditional acoustic signal processing methods to handle such complex data. However,
with recent developments in deep learning, it is anticipated that Al models will enable highly accurate classification of these
lacoustic signals.

In realizing CAD technology for lung sounds, there are three major challenges. The first challenge is defining which tasks, such|
las classification or anomaly detection, the Al model should solve. When applying Al, it is crucial to first determine the task to be
addressed. As the task definition will influence both the accuracy and the problems to be considered for practical use. The second,|
challenge is the small number of training data. In addition to the significant practical burden of physicians to collect and annotate
lung sounds, the occurrence of abnormal sounds is rare, making it difficult to obtain enough data for model training. Therefore,
there is a need for models with high generalization performance that can avoid overfitting to small datasets. The third challenge is
the effective feature extraction from lung sounds for classification or detection. When constructing Al models for CAD with limited,|
lauscultation sound data, it is essential to balance high training efficiency with high classification accuracy. To achieve this, it ig
necessary to develop a method that can extract important features for each task by appropriately combining the preprocessing ofl
lung sounds with Al architectures.

In this paper, we propose and validate solutions to these challenges. Chapters 1, 2, and 3 explain the background and objectives
of the study, the signal processing techniques and Al models used in this paper, as well as the data and evaluation metrics
employed.

In Chapter 4, we address the issue of limited training data by proposing the extension of Mel Frequency Cepstral Coefficients
(MFCC) and pre-training techniques. These methods aim to solve the second and third challenges from the perspective of the
classification task. The experimental results show the effectiveness of pre-training in addressing the second challenge.
Additionally, architectures that incorporate noise reduction mechanisms show better performance, and with regard to the third
challenge, it was found that features related to frequency bands and their temporal variations contain useful information for

classification.
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In Chapter 5, to more effectively generate the key features important for lung sound classification through deep learning, we
propose the transposed MFCC and a custom classification model, further addressing the third challenge. This chapter clarifies that]
frequency band information is particularly effective for classification, and that temporal variations also contain valuable features
that should be considered in feature extraction for lung sounds. Additionally, regarding the first challenge, which relates to
[practical application, we examine the interpretability of the predictions obtained by the classification model.

In Chapter 6, we focus on the anomaly detection task to address the issue of limited training data. We propose extended methods|
for two types of anomaly detection models: DAGMM (Deep Autoencoding Gaussian Mixture Model) and Efficient GAN (Efficient
Generative Adversarial Network), aiming to solve the second challenge while also examining the appropriate task setting, which is
the first challenge. In the experiments, the extended DAGMM method achieved a high AUC (Area Under the Curve),
demonstrating the superior performance of the anomaly detection model.

In Chapter 7, to enhance the interpretability of anomaly detection models, we propose an anomaly detection method that
combines Topological Data Analysis (TDA) with Isolation Forest, addressing the first challenge in anomaly detection. The proposed|
imethod demonstrated performance comparable to conventional deep learning-based anomaly detection models, while also offering
lhigh interpretability.

In Chapter 8, we summarize the results obtained throughout this study and present the conclusions. The findings of this
research provide insights for the practical implementation of CAD technology for lung auscultation sounds and offer suggestions
for future improvements in accuracy. Moving forward, we aim to further enhance performance by building a generalized model
that can operate across multiple auscultation environments and by obtaining feedback from physicians through the practical use of

the diagnostic support system.
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