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Proof-of-concept (PoC) code in cybersecurity is very useful in that it provides information to
consider vulnerabilities and countermeasures against their exploitation, encouraging security
vendors and program creators to create patches to fix vulnerabilities. However, there is also the risk
that attackers may misuse PoC code in actual attacks or detailed information about the
vulnerability may spread, decreasing the difficulty of carrying out attacks.

Log4Shell, a vulnerability in the Apache Log4j logging library that was disclosed in December 2021,
is well-known for affecting many applications and services caused by Log4j. However, Log4Shell is
also one of the vulnerabilities in which PoC code contributed to the spread of attacks and clearly
demonstrated the inadequacy of defensive measures such as IDS.

Until now, each task in creating IDS and IPS rules has been mainly performed manually by
humans, and it takes a lot of time to create one rule. The fact that it takes a lot of time to create
rules means that it is difficult to take measures before large-scale attacks exploiting vulnerabilities
begin in a situation where the time between the disclosure of vulnerabilities and large-scale attacks
exploiting the vulnerabilities is short, as in the case of Log4Shell. Although the time required to
create rules can be reduced by automating rule generation, research conducted to date has issues
with versatility and dealing with complex attacks.

In this thesis, we proposed a method to generate rules targeting complex attack patterns such as
obfuscation and randomness by using "prior knowledge" that defines the obfuscation method used
in Log4Shell attack patterns, and a method to minimize the time required to create rules by
automatically analyzing the contents of PoC code that can obtain useful information about
vulnerability attacks.

This thesis consists of five chapters.

Chapter 1 describes the objectives of this paper and the problems to be solved: to effectively deal
with obfuscated and random attack patterns using a rule generation method that uses prion
knowledge, and to assist human rule creation by enabling attacks that exploit vulnerabilities to be
dealt with before they are launched on a large scale using an automatic rule generation method|
using LLM.

Chapter 2 explains the rules used in Log4Shell and IPS/IDS to clarify the necessity of the two rule
ceneration methods proposed in this paper, and presents methods to counter Log4Shell and

methods to automatically generate rules applicable to IPS and IDS, as well as the challenges they)

pose. It is clear that the methods proposed so far have difficulty generating rules to detect
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obfuscated and random attack patterns in Log4Shell.

Chapter 3 proposes a method to generate rules by using automata to match attack patterns with
prior knowledge that defines the obfuscation methods used in Log4Shell attack patterns. This
method makes it possible to effectively deal with the obfuscation and randomness of attack patternsg
used to exploit Log4Shell, and visualization of the generated rules clarifies the relationship|
between the generated rules and the prior knowledge used to generate the rules, making it easier to
understand what the generated rules are intended to detect. In an experiment to verify the
effectiveness of the proposed method, rules targeting Log4Shell included in an existing rule set
were compared with the rules generated by the proposed method. The comparison showed that the
rules generated by the proposed method showed 100% detection performance, 60% higher than the
comparison rules, when an attack pattern was used that used only the obfuscation method given as
prior knowledge. In addition, it was shown that the rules of the proposed method can generate rules
that are 62% shorter in length than the comparison rules for the same obfuscation method, making
it clear that the proposed method can effectively deal with the obfuscation and randomness of
Log4Shell attack patterns.

In Chapter 4, we proposed a method to automatically generate rules for IDS by analyzing the
contents of PoC code using LLM. This method automates a series of tasks in rule creation, including
vulnerability analysis, which requires a lot of time when creating rules by humans. In an
experiment to verify the effectiveness of the proposed method, we used multiple PoC codes with|
different programming languages and formats to compare the detection performance of the
generated rules and the time required to generate the rules. We succeeded in generating rules that
can detect attack patterns used in attacks that exploit Log4Shell, and it was shown that for each|
PoC code, rules could be created within one minute and practical rules could be generated with only
minimal human modification. These results clarified that the proposed method is versatile and doesg|
not depend on the programming language or format used in the PoC code, and can quickly respond
to the emergence of new attack patterns.

In Chapter 5, we conclude by explaining that the method proposed in this paper can generate
effective rules for Log4Shell attack patterns, and also discuss the possibility of applying it to

malware detection and the combination of the two methods proposed in the doctoral thesis.
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