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Abstract

We consider three novel PDEs associated with the integrable generalizations of the short

pulse equation classified recently by Hone et al (2018 Lett. Math. Phys. 108 927-947). In

particular, we obtain a variety of exact solutions by means of a direct method analogous

to that used for solving the short pulse equation. The main results reported here are

the parametric representations of the multisoliton solutions. These solutions include cusp

solitons, unbounded solutions with finite slope and breathers. In addition, the cusped

periodic wave solutions are constructed from the cusp solitons by means of a simple

procedure. As for non-periodic solutions, smooth breather solutions are of particular

interest from the perspective of applications to real physical phenomena. The cycloid

reduced from the periodic traveling wave with cusps is also worth remarking in connection

with Gerstner’s trochoidal solution in deep gravity waves. A number of works are left for

future study, some of which will be addressed in concluding remarks.

aE-mail address: matsuno@yamaguchi-u.ac.jp
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1. Introduction

The short pulse (SP) equation is a completely integrable partial differential equation

(PDE) in the sence that it admits a Lax pair and an infinite number of conservation laws

[1]. It can be written in an appropriate dimensionless form as

uxt = u +
1

6
(u3)xx, (1.1)

where u = u(x, t) represents a scalar function of x and t, and subscripts x and t appended

to u denote partial differentiations. The SP equation has been found for the first time in

an attempt to construct integrable differential equations associated with pseudospherical

surfaces [2, 3]. In the physical context, it has been derived as an asymptotic model

describing the propagation of ultra-short pulses in isotropic optical fibers [4]. A large

number of works have been devoted to the study of the SP equation. See, for example, a

review article [5] as for the soliton and periodic solutions and their properties.

Quite recently, Hone et al. [6] classified the integrable PDEs of second order with

quadratic and cubic nonlinear terms. They found seven integrable PDEs including the

SP equation. The remaining six equations read

uxt = u + (u2)xx, (1.2)

uxt = u + 2uuxx + u2
x, (1.3)

uxt = u + u2uxx + uu2
x, (1.4)

uxt = u + 4uuxx + u2
x, (1.5)

uxt = u + (u2 − 4u2ux)x, (1.6)

uxt = u + α(2uuxx + u2
x) + β(u2uxx + uu2

x), αβ 6= 0. (1.7)

Equations (1.2), (1.3) and (1.4) are already known and sometimes called the Vakhnenko

(or reduced Ostrovsky), Hunter-Suxton and modified SP equations, respectively [7-10].

Recall that equations (1.2) and (1.3) stem from the short-wave limit of the Degasperis-

Procesi and Camassa-Holm equations, respectively, and their parametric solutions have

been obtained. See, for example Matsuno [11]. While equations (1.3) and (1.5) have been

derived in the process of studying the short-wave dynamics of surface gravity waves [12],

the analysis of the latter equation has not been done yet. On the other hand, equations

(1.6) and (1.7) seem to be new, as far as we know.

2



The integrability of the above PDEs was established by constructing the Lax pairs

and recursion operators. In addition, by means of the reciprocal transformation, equa-

tions (1.5) and (1.6) were shown to be transformed to the Tzitzeica equation whereas

equation (1.7) was found to be related to the sine-Gordon (sG) equation [6]. See also an

analogous work demonstrating that equation (1.7) is transformed to the sG equation by

means of the reciprocal transformation combined with a sequence of dependent variable

transformations [13]. These reciprocal links between equations (1.5)-(1.7) and the inte-

grable Tzitzeica and sG equations suggest the existence of exact solutions of the former

equations. Nevertheless, their construction still remains as an open problem. The purpose

of this paper is to present the parametric representations for exact solutions of equations

(1.5)-(1.7) and investigate their properties. The exact method of solution employed here

is similar to that used in constructing soliton solutions of the SP and modified SP equa-

tion and does not need the knowledge of the inverse scattering transform (IST) method

[10, 14].

The present paper is organized as follows. In section 2, we present the parametric

representation of the solutions of equation (1.5), and show that the solutions take the

form of cusp solitons. The cusped periodic wave solutions are obtained simply from the

non-periodic cusp solitons by setting the soliton parameters to be pure imaginary. The

tau-function for the cusp soliton solutions is closely related to that derived from a scaling

limit of the tau-function associated with the soliton solutions of the Novikov equation [15].

This observation makes it possible to obtain the parametric solutions in terms of a single

tau-function. In section 3, the similar procedure to that used for equation (1.5) is applied

to equation (1.6) to obtain the parametric solutions. The soliton solutions exhibit peculiar

features. In particular, the solutions are smooth, but they always diverge irrespective of

the values of the soliton parameters. The degree of divergence is, however found to be not

so bad that the x derivative of the solutions remains finite, and indeed takes the form of

either kink or soliton. The smooth and bounded solutions have not been obtained yet as

long as non-periodic solutions are concerned. In section 4, we first recast equation (1.7)

to a PDE which is quite similar to the modified SP equation (1.4) by means of the linear

transformation. Then, the equation is transformed to the modified sG equation through a

sequence of nonlinear dependent variable transformations. The tau-functions for the kink

solutions of the modified sG equation as well as the bilinear equations that they satisfy

are used to obtain the parametric solutions. The solutions thus constructed are classified

into two groups. One belongs to singular cusp solitons and their periodic analogs, and

the other one is characterized by breathers. The former solutions include the cycloid
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which is reduced from the cusped periodic wave by means of a limiting procedure. As

for the latter solutions, we found both smooth and singular breather solutions depending

on the amplitude parameter of the breather. The properties of solutions are explored in

some detail. In particular, the condition for the existence of smooth breathers is derived.

Section 5 is devoted to concluding remarks where we comment on some open problems

associated with three PDEs under consideration.

2. Parametric solutions of equation (1.5)

First, we rewrite equation (1.5) in the form

uxt =
3

2
u− uuxx − 1

4
u2

x, (2.1)

by rescaling the variables according to t → (3/2)t, u → −u/6. Then, equation (2.1) can

be put into the local conservation law

pt + (pu)x = 0, p = m
2
3 , m = 1− uxx. (2.2)

We construct solutions of equation (2.1) under the boundary condition u → 0, |x| → ∞.

The goal in this section is to establish the following theorem.

Theorem 2.1. Equation (2.1) admits the parametric representation for the multisoliton

solutions

u = −2(ln g)ττ , (2.3a)

x = y − 2(ln g)τ + y0, (2.3b)

where g = g(y, τ) is the tau-function given by

g = f 2 − 2DτDyf · f, (2.4)

with f = f(y, τ) being the fundamental tau-function expressed by a finite sum

f =
∑
µ=0,1

exp

[
N∑

i=1

µi (ξi + πi) +
∑

1≤i<j≤N

µiµjγij

]
, (2.5a)

ξi = kiy +
3

2ki

τ + ξi0, (i = 1, 2, ..., N), (2.5b)

eγij =
(ki − kj)

2(k2
i − kikj + k2

j )

(ki + kj)2(k2
i + kikj + k2

j )
, (i, j = 1, 2, ..., N ; i 6= j). (2.5c)
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Here, ki and ξi0 are arbitrary complex parameters, and N is an arbitrary positive in-

teger. The notation
∑

µ=0,1 implies the summation over all possible combinations of

µ1 = 0, 1, µ2 = 0, 1, ..., µN = 0, 1. The bilinear operators Dτ and Dy in (2.4) are de-

fined by

Dm
τ Dn

y f · g =

(
∂

∂τ
− ∂

∂τ ′

)m (
∂

∂y
− ∂

∂y′

)n

f(y, τ)g(y′, τ ′)
∣∣∣
τ ′=τ, y′=y

, (m,n = 0, 1, 2, ...).

Recall that the tau-function f from (2.5) is the same functional form as that of the

N -soliton solution of the Sawada-Kotera equation [16]. A factor πi in the exponential

functions in (2.5a) has been introduced to assure the boundedness of the solutions. The

above expression for u will be shown to represent the non-periodic N -cusp soliton solution

for the real parameters kj and ξj0. The former parameters are related to the amplitudes of

solitons whereas the latter ones represent the phases of solitons. The cusped periodic wave

solutions can be constructed by replacing these real parameters with the pure imaginary

ones, i.e., kj → ikj, ξj0 → iξj0 (j = 1, 2, ..., N). Theorem 2.1 is proved by a sequence of

steps. We start from the reciprocal transformation of equation (2.2) under the boundary

condition u → 0, |x| → ∞.

2.1. Reciprocal transformation

Equation (2.2) enables us to introduce the reciprocal transformation (x, t) → (y, τ) by

dy = pdx− pudt, dτ = dt. (2.6)

This leads to the system of linear PDEs for the variable x = x(y, τ)

xy =
1

p
, xτ = u. (2.7)

It follows from the compatibility condition of the above system that

(
1

p

)

τ

= uy. (2.8)

In view of (2.8), one can express m from (2.2) in terms of p as

m = 1− p2uyy − ppyuy = 1− p2

(
1

p

)

τy

− ppy

(
1

p

)

τ

= 1 + p(ln p)τy. (2.9)
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Since m = p3/2 by the definition, (2.9) yields a single nonlinear PDE for p

(ln p)τy = p
1
2 − p−1. (2.10)

This equation is a form of the Tzitzeica equation [6] which is also referred to as the

Bullough-Dodd equation [17, 18].

2.2 Parametric representation of solutions

We introduce the new variables U and W by

U = −pyy

2p
+

p2
y

4p2
, W = p

1
2 . (2.11)

Using Eq. (2.10), one can show that Uτ = −3py/(4p
1/2) which, combined with the relation

Wy = py/(2p
1/2), gives

Uτ +
3

2
Wy = 0. (2.12)

On the other hand, it follows by a direct computation with use of (2.11) that

Wyy + UW = 0. (2.13)

By eliminating the variable W from (2.12) and (2.13), one arrives at the single nonlinear

PDE for U

UUτyy − UyUτy + U2Uτ = 0. (2.14)

As shown below, equation (2.14) can be bilinearized and admits multisoliton solutions.

Indeed, introducing the dependent variable transformation with the tau-function f

U = 6(ln f)yy, (2.15)

equation (2.14) can be integrated once with respect to y, giving

Uτy

U
+ 6(ln f)τy = c, (2.16)

where c is an integration constant. The relation Uτy/U = 3W/2 which follows from (2.12)

and (2.13) yields the limiting value

lim|y|→∞
Uτy

U
= lim|y|→∞

3

2
W = lim|y|→∞

3

2
p

1
2 =

3

2
, (2.17)

where we have used (2.11) for W and (2.2) for p as well as the boundary condition

u → 0, |x| → ∞ in the expression of p. We also assume that lim|y|→∞(ln f)τy = 0. Taking
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the limit |y| → ∞ in (2.16) with these limiting values in mind, one finds that c = 3/2.

Equation (2.16) then becomes

Uτy + 6(ln f)τyU =
3

2
U. (2.18)

Substituting the variable U from (2.15) into equation (2.18), we obtain the bilinear equa-

tion for f

DτD
3
yf · f −

3

2
D2

yf · f = 0. (2.19)

To clarify the structure of equation (2.19), we introduce the variable q = q(y, τ) by

q = 3(ln f)yy. Then, equation (2.19) is transformed to a nonlocal nonlinear PDE for q. It

reads
3

2
qy − 3qqτ + 3qy

∫ ∞

y

qτ dy − qτyy = 0. (2.20)

Recall that equation (2.20) can be derived from the short-wave limit of a model equation

for shallow-water waves [19]

qτ +
3

4
qy − 3

2
qqτ +

3

2
qy

∫ ∞

y

qτ dy − 1

2
qτyy = 0. (2.21)

Actually, equation (2.20) arises from equation (2.21) by rescaling the variables according

to y → εy, τ → τ/ε, q → q/ε2 and taking the limit ε → 0. The explicit form of the

tau-function (2.3) can be derived by taking the same scaling limit from the tau-function

of the N -soliton solution of the shallow-water wave equation. See the expression (2.20) of

[15]. If we substitute (2.15) into (2.12) and integrate it once with respect to y under the

boundary condition lim|y|→∞W = 1, we obtain

W = 1− 4(ln f)τy. (2.22)

In view of the definition of g from (2.4), one can express W in terms of the tau-functions

f and g as

W =
g

f 2
. (2.23)

The final step for the proof of Theorem 2.1 is provided by the following proposition.

Proposition 2.1. The tau-function g from (2.4) satisfies the bilinear identity

g2 −DτDyg · g = f 4. (2.24)

Proof. First, define the tau-functions f1, f2, g1 and g2 by the relations
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f1 = f(ξ − φ), f2 = f(ξ + φ), g1 = ĝ(ξ − φ), g2 = ĝ(ξ + φ),

where ĝ = f1f2 + κDyf1 · f2 (κ = 1/
√

2) and ξ = (ξ1, ξ2, ..., ξN) and φ = (φ1, φ2, ..., φN)

are N -component row vectors with φi being given by

e−φi =

√(
1− κki

2

)
(1− κki)(

1 + κki

2

)
(1 + κki)

, (i = 1, 2, ..., N). (2.25)

It then follows from the relation (3.6a) of [15], that
(

Dy +
2

κ

)
g1 · g2 =

2

κ
f 4. (2.26)

Rescaling the variables as y → εy, τ → τ/ε, ki → ki/ε and taking the limit ε → 0, we find

that at the leading-order, φi = 3ε/(κki) + O(ε2). The leading-order asymptotics of the

tau-functions f1, f2, g1 and g2 can then be expressed as

f1 = f − 2ε

κ
fτ + O(ε2), f2 = f +

2ε

κ
fτ + O(ε2), (2.27)

g1 = g − 2ε

κ
gτ + O(ε2), g2 = g +

2ε

κ
gτ + O(ε2). (2.28)

The relation (2.24) follows by substituting these asymptotics into (2.26) and taking the

limit ε → 0. ¤
Finally, it follows from (2.7), (2.11), (2.23) and (2.24) that

xy =
1

W 2
=

f 4

g2
= 1− 2(ln g)τy. (2.29)

Integrating the above equation under the boundary condition xτ = u → 0, |y| → ∞, one

arrives at the expression (2.3b) for x with y0 being an arbitrary constant. The expression

(2.3a) for u is obtained simply from (2.3b) and the second equation in (2.7). This completes

the proof of Theorem 2.1.

2.3. Soliton and periodic solutions

2.3.1. Cusp soliton

Here, we explore the properties of soliton solutions for both the non-periodic and periodic

cases. In particular, we show that soliton solutions take the form of cusp solitons. The

tau-functions for the one-soliton solution are given by (2.4) and (2.5) with N = 1 and

k1, ξ1 ∈ R. They read

f = 1− eξ, g = 1 + 4eξ + e2ξ, ξ = ky +
3

2k
τ + ξ0, (2.30)
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where we have put ξ = ξ1, k = k1 and ξ0 = ξ10 for simplicity. The parametric representa-

tion of the solution follows from (2.3) and (2.30). It can be written in the form

u = − 9

2k2

2 cosh ξ + 1

(cosh ξ + 2)2
, (2.31a)

X ≡ x +
3

2k2
t + x0 =

ξ

k
− 3

k

sinh ξ

cosh ξ + 2
, (2.31b)

where the traveling-wave coordinate X has been introduced for convenience in which x0

is an arbitrary real constant. A typical profile of u is depicted on the left panel of figure

1 as a function of X. It represents a cusp soliton with the amplitude 3/(2k2) and the

velocity 3/(2k2). To see the structure of the singularity in more detail, we compute the

X derivative of u from (2.31) and obtain

uX =
9

k

1

tanh ξ
2

1

cosh ξ + 2
. (2.32)

Near the trough X = 0 (ξ = 0), one estimates that uX ∼ 6/(kξ), X ∼ ξ5/(180k), and

hence limX→±0uX = limX→±0(218/5k6)1/5/X1/5 = ±∞, showing the appearance of the

cusp.

2.3.2. Cusped periodic wave

The cusped periodic wave solution is obtained formally from (2.31) if one replaces the

parameters as k → ik, ξ → iξ. It reads in the form

u =
9

2k2

2 cos ξ + 1

(cos ξ + 2)2
, (2.33a)

X ≡ x− 3

2k2
t + x0 =

ξ

k
− 3

k

sin ξ

cos ξ + 2
. (2.33b)

The expression corresponding to (2.32) becomes

uX = −9

k

1

tan ξ
2

1

cos ξ + 2
. (2.34)

It represents the cusped periodic wave with the period 2π/k. The cusp singularity appears

at the crest of the periodic wave. The middle panel of figure 1 shows the profile of a cusped

periodic wave with the period 2π
√

2/3.

It is important to observe that (2.33) belongs to a class of singular traveling waves.

Actually, the traveling wave ansatz u = u(X), X = x − ct − x0 (c, x0 ∈ R) reduces Eq.
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(2.1) to an ODE −cuXX = 3u/2 − uuXX − u2
X/4. Integrating this equation once with

respect to X, we obtain (
du

dX

)2

= 2u− 4d

|u− c|1/2
+ 4c, (2.35)

where d ∈ R is an integration constant. One can confirm that (2.33) indeed satisfies Eq.

(2.35) with d = −c3/2 and c = 3/(2k2).

2.3.3. Peaked periodic wave

Equation (2.35) exhibits smooth periodic solutions if c > 0 and 0 < d < c3/2. In particular,

in the limit of d → c3/2, the periodic wave reduces to an infinitesimal wave of the form

u ∼ a cos
√

3/2cX, |a| << 1, a ∈ R. In the limit d → 0, on the other hand, it reduces

to the peaked periodic wave with parabolic profile

u =
1

2
(X2 − 4c), X ∈ [−

√
6c,
√

6c], (2.36)

periodically continued beyond the interval [−√6c,
√

6c]. It should be remarked that the

solution (2.36) can be derived directly by integrating Eq. (2.35) with d = 0. See the right

panel of figure 1. The phase plane analysis of Eq. (2.35) exhibits a variety of periodic

solutions. The detail will be reported elsewhere.
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Figure 1 The profiles of the cusp soliton, cusped periodic wave and peaked periodic wave

solutions with the parameter k =
√

3/2. Left: Cusp soliton. Middle: Cusped periodic

wave, Right: Peaked periodic wave with c = 1.

2.4. Remarks

1. The asymptotic analysis of the general N -soliton solution is carried out following

the method developed for the N -soliton solution of the Novikov equation [15]. Without

entering into the detail, we summarize the result. The asymptotic form of the N -soliton

solution is given by the superposition of N cusp solitons each of which is represented

by the single cusp soliton (2.31). The only difference is the phase shift caused by the
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collisions between cusp solitons. The explicit formula of the phase shift is derived from

that of the N -soliton solution of the Novikov equation by means of a limiting procedure.

To be more specific, let us introduce the scalings ∆i → ε∆i, k → ki/ε in formula (4.40)

with κ = 1/
√

2 of [15] and then take the limit ε → 0. The resulting expression for

the phase shift takes the same form as that of the N -soliton solution of the Vakhnenko

equation. See expression (40) of Ref. [11].

2. Quite recently, the multicuspon solutions of equation (2.1) have been constructed by

using the Darboux transformation [20]. The method of solution consists of solving the

third-order ODE that comes from the spatial part of the Lax representation of equation

(2.1). The parametric solutions are represented by the independent solutions of the ODE

which would coincide with those obtained here by the direct method. However, the proof

of the equivalence of both solutions is not trivial and deserves a detailed analysis.

3. By means of the Galilean transformation (x, t, u) → (X, T, U) according to X =

x + u0t, T = t, U = u + u0 with u0 being a constant, equation (2.1) transforms to UXT =

(3/2)(U −u0)−UUXX − (1/4)U2
X . The solutions of this equation approaching a constant

u0 as |X| → ∞ are obtained simply from the present parametric solutions with zero

boundary condition.

4. The tau-function f is given explicitly by (2.5), and g is defined by (2.4). The explicit

form of the tau-function g may be obtained from the tau-function corresponding to the

N -soliton solutions of the Novikov equation (Ref. [15] cited). For the two-soliton tau-

function given by (4.25) in [15], one replaces ξj and kj by ξj + πi and kj/ε (j = 1, 2),

respectively and then takes the limit ε → 0. This gives the explicit two-soliton tau-

function g. This procedure can be applied to (3.1) in [15], yielding the explicit N -soliton

tau-function g for (2.4). As for the related BKP tau-functions, the paper by B-F. Feng et

al [21] may be referred.

3. Parametric solutions of equation (1.6)

In this section, we present the parametric multisoliton solutions of equation (1.6). First,

we observe that equation (1.6) exhibits two exact solutions, u = −x/4 + c1t + c2 and

u = x/2 + c1t + c2, where c1 and c2 are arbitrary constants. We shall show that soliton

solutions of equation (1.6) asymptotically approach either these straight lines or u = 0

as |x| → ∞. Hence, the zero boundary conditions u → 0, |x| → ∞ are not specified in

advance.

Here, we establish the following theorem.
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Theorem 3.1. Equation (1.6) admits the parametric representation for the multisoliton

solutions

u =
1

2

(
ln

f 2

g

)

τ

, (3.1a)

x = y − (ln f 4g)τ + y0, (3.1b)

where the tau-functions g = g(y, τ) and f = f(y, τ) are given respectively by (2.4) and

(2.5) in which the variable τ is replaced by 2τ/3.

3.1. Reciprocal transformation

Let

p = (1− 2ux)
2
3 (1 + 4ux)

1
3 . (3.2)

Then, equation (1.6) can be written in the form of local conservation law

pt + 4(u2p)x = 0. (3.3)

This allows us to introduce the reciprocal transformation (x, t) → (y, τ) by

dy = pdx− 4u2pdt, dτ = dt. (3.4)

It follows from (3.4) that the variable x = x(y, τ) obeys the system of linear PDEs

xy =
1

p
, xτ = 4u2. (3.5)

The compatibility condition of above system of equations now gives a nonlinear PDE

equivalent to equation (3.3) under the reciprocal transformation (3.4). It reads
(

1

p

)

τ

= 4(u2)y. (3.6)

Introduce the new variable W by W = puy. Then, ux = puy = W , and (3.2) is rewritten

in terms of W as

p3 = (1− 2W )2(1 + 4W ). (3.7)

Now, equation (3.6) can be put into the form

pτ = −8puW. (3.8)

We differentiate (3.7) by τ and use (3.8) to give

Wτ =
up2

ψ
, ψ ≡ 1− 2W

p
. (3.9)
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It follows from (3.7) and the definition of ψ from (3.9) that

1

ψ2
=

1 + 4W

p
. (3.10)

Taking the logarithmic derivative of (3.10) with respect to τ , using (3.8) and (3.9) to

replace the derivatives pτ and Wτ and then differentiating the resultant equation by

y, we obtain (ln ψ)τy = −2uy = −2W/p. It also follows from (3.9) and (3.10) that

ψ − ψ−2 = −6W/p. Combining both expressions yields a nonlinear PDE for the variable

ψ

(ln ψ)τy =
1

3
(ψ − ψ−2). (3.11)

This is a form of the Tzitzeica equation [6].

3.2. Parametric representation of solutions

Let V = −ψyy/ψ, or

ψyy + V ψ = 0. (3.12)

Referring to equation (3.11), (3.12) gives a linear relation between V and ψ

Vτ = −ψy. (3.13)

Eliminating the variable ψ from (3.12) and (3.13), we obtain a single PDE for the variable

V

V Vτyy − VyVτy + V 2Vτ = 0. (3.14)

Recall that equation (3.14) takes exactly the same form as equation (2.14). Keeping

this fact in mind, we introduce the dependent variable transformation V = 6(ln f)yy for

equation (3.13) and then integrate it with respect to y to obtain

ψ = −6(ln f)τy + ψ0, (3.15)

where ψ0 is an integration constant. To determine this constant, we impose the boundary

condition u → 0 as x → −∞. It then follows from the relations W = ux and (3.7) that

limy→−∞W = 0, limy→−∞ p = 1. These are used to obtain the limiting value of ψ, i.e.,

limy→−∞ψ = limy→−∞(1−2W )/p = 1. Thus, under the assumption limy→−∞(ln f)τy = 0,

we find ψ0 = 1, so that (3.15) becomes

ψ = 1− 6(ln f)τy. (3.16)
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We can see from (2.14), (2.15), (2.22), (3.12), (3.14) and (3.16) that the tau-function f is

given by (2.5) with τ replaced by 2τ/3. We may impose the boundary condition u → 0 as

x → +∞ which yields the same limiting value 1 for ψ. Note that the boundary condition

for u is not compatible with the exact solutions of equation (1.6), i.e., u = −x/4+ c1t+ c2

and u = x/2+ c1t+ c2 for which W = −1/4 and W = 1/2, respectively. It turns out from

(3.7) that p = 0. As a result, the reciprocal transformation (3.4) becomes singular.

It now follows from (3.5), (3.9) and the relation W/p = uy that xy = ψ + 2uy.

Substituting (3.16) into this expression and integrating it with respect to y, we obtain

x = y − 6(ln f)τ + 2u + c(τ), (3.17)

where c is an integration constant which depends generally on τ . Its τ dependence can be

determined by the relation xτ = u2 from (3.5) and the boundary conditions limy→−∞u =

0, limy→−∞(ln f)ττ = 0. Consequently, one has c′ = 0, and c = y0(=const.). Hence, (3.17)

becomes

x = y − 6(ln f)τ + 2u + y0. (3.18)

The next step is to derive the expression of x in terms of tau-functions. To begin with,

we define the tau-function g by

g = f 2 − 3DτDyf · f, (3.19)

which, taking into account (3.16), leads to an important relation ψ = g/f 2. Since f is

given by (2.5) with τ replaced by 2τ/3, the same recipe can be applied to (2.24). This

yields the key bilinear identity between the tau-functions f and g

g2 − 3

2
DτDyg · g = f 4. (3.20)

Dividing (3.20) by g2 and using the relation ψ2 = g2/f 4, one has

1

ψ2
=

f 4

g2
= 1− 3(ln g)τy. (3.21)

It follows from (3.5), (3.9) and (3.10) that

xy =
1

p
=

1

3

(
2ψ +

1

ψ2

)
. (3.22)

If we introduce (3.16) and (3.21) into (3.22) and integrate the resultant equation with

respect to y, we obtain

x = y − (ln f 4g)τ + y0, (3.23)
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where we have assumed the same boundary condition as that used in deriving (3.18). Last,

combining (3.18) and (3.23), we obtain the expression of u in terms of the tau-functions

f and g

u =
1

2

(
ln

f 2

g

)

τ

, (3.24)

which, together with (3.23), provides the parametric representation of the multisoliton

solutions of equation (1.6). This completes the proof of Theorem 3.1.

The expression of u2 comes immediately from (3.5) and (3.23). It reads

u2 = −1

4
(ln f 4g)ττ . (3.25)

Note that substitution of u from (3.24) into (3.25) yields the bilinear identity between

the tau-functions f and g, 4fττg− 4fτgτ + fgττ = 0, which may be confirmed by a direct

computation using the explicit forms of f and g. If we introduce a function F by f =
√

F ,

then the above identity can be rewritten as a trilinear form gD2
τF ·F+2FD2

τF ·g = 0 for the

tau-functions F and g. This identity may be further decoupled to a set of bilinear identities

D2
τF ·F = 2hF and D2

τF · g = −hg with h being a polynomial in eξi (i = 1, 2, ..., N). We

recall that since f is a pfaffian, F admits a determinantal expression. See, for example

Ref. [21].

3.3. Soliton solutions

The tau-functions for the one-soliton solution is given by (2.4) and (2.5) with τ replaced

by 2τ/3. They read

f = 1− eξ, g = 1 + 4eξ + e2ξ, ξ = ky +
τ

k
+ ξ0. (3.26)

Substitution of these expressions into (3.1) yields the parametric representation of the

one-soliton solution

u =
3

2k

coth ξ
2

cosh ξ + 2
, (3.27a)

X ≡ x +
t

k2
+ x0 =

ξ

k
− 3

2k

e
ξ
2 (eξ + 3)

sinh ξ
2
(cosh ξ + 2)

+ y0. (3.27b)

It follows from (3.27a, b) by a direct computation that

du

dX
= − 3(cosh 2ξ + 2 cosh ξ + 3)

cosh 3ξ + 6 cosh 2ξ + 39 cosh ξ + 26
. (3.27c)
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Figure 2. The profiles of an unbounded solution and its X derivative with the parameters

k = 1.0, y0 = 3. Left: u. Right: uX .

The typical profiles of u and uX are depicted in figure 2 as a function of X. The solution

exhibits the different features depending on the range of the parameter ξ. Specifically, the

solution represented by the solid curve in figure 2 corresponds to 0 < ξ < ∞ whereas that

of the dashed curve corresponds to −∞ < ξ < 0. The former (latter) solution diverges

when X tends to −∞ (+∞), and asymptotically approaches a straight line u = −X/4

since u ∼ 1/(kξ), X ∼ −4/(kξ) near ξ = 0. We observe that ξ = 0 is the zero of the

tau-function f from (3.26) which separates two branches of the solutions. One can show

that −1/4 < uX < 0 for any finite X. See (3.27c) and remarks 3.4 below. Recall that

u = −X/4 is an exact solution of equation (1.6). It can be seen from figure 2 that for each

curve, uX takes the form of a kink. Note also that if u(x, t) is a solution of equation (1.6),

then −u(−x,−t) satisfies equation (1.6) as well. This symmetry relation is manifested

clearly in figure 2 in which the solution represented by the solid curve is mapped to that

represented by the dashed curve by means of the transformation u(X) → −u(−X).

Another divergent solution is produced if one shifts the parameter ξ0 as ξ0 → ξ0 + iπ.

Then, the tau-functions f and g from (3.26) become

f = 1 + eξ, g = 1− 4eξ + e2ξ, ξ = ky +
τ

k
+ ξ0. (3.28)

The parametric representation of the solution corresponding to (3.27) is given by

u =
3

2k

tanh ξ
2

2− cosh ξ
, (3.29a)

X ≡ x +
t

k2
+ x0 =

ξ

k
− 3

2k

e
ξ
2 (3− eξ)

cosh ξ
2
(2− cosh ξ)

+ y0, (3.29b)
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du

dX
=

3(cosh 2ξ − 2 cosh ξ + 3)

cosh 3ξ − 6 cosh 2ξ + 39 cosh ξ − 26
. (3.29c)
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Figure 3. The profiles of an unbounded solution and its X derivative with the parameters

k = 1.0, y0 = 3. Left: u. Right: uX .

The profiles of u and uX for the same values of the parameters as those of figure 2

are shown in figure 3. The solution has three branches according to the range of ξ. The

solid, thin solid and dashed curves represent the solutions for −∞ < ξ < −s,−s < ξ < s

and s < ξ < ∞, respectively, where s is a positive solution of the transcendental equation

cosh ξ = 2, i.e., s ' 1.317. This coincides with the positive zero of the tau-function g from

(3.28), i.e., ξ = ln(2 +
√

3). When compared with figure 2, a new branch of the solution

appears which is represented by the thin solid curve. The corresponding expression of

uX takes the form of a bright soliton on a constant background. Note that the inequality

1/2 < uX < 3/4 holds for finite X, as will be shown in §3.4 remarks 1. See the right panel

of figure 3.

Last, we briefly discuss the structure of the N -soliton solution. We assume that f has

n real zeros with respect to y at fixed τ and g > 0 which reduce to (3.26) for N = 1.

The opposite case corresponding to (3.28) can be dealt with in the same way. Now, let

the zeros of f be y1 < y2 < ... < yn. Then, the solution would have n + 1 branches. Two

of them exhibit similar profiles to those represented by figure 2 whereas the remaining

n − 1 solutions look like the profile shown by the thin solid curve in figure 3. Although

numerical computations reveal that n = N , its rigorous verification deserves a detailed

analysis.

3.4. Remarks
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1. It follows from (3.9) and (3.10) that

uy =
W

p
=

1

6

(
1

ψ2
− ψ

)
. (3.30)

Using (3.22), (3.30) and the relation ψ = g/f 2, one has

ux =
uy

xy

= −1

4

(
1−

3
2
f 6

g3 + f6

2

)
. (3.31)

In the case of the tau-functions (3.26) for the one-soliton solution, one can easily check

the inequalities g > 0 and g > f 2 so that the relation (3.31) implies that −1/4 < ux < 0.

The explicit expression of du/dX has been given by (3.27c) from which one can confirm

this inequality. For the general N -soliton tau-functions with ki, ξi0 (i = 1, 2, ..., N) ∈ R,

the above two inequalities hold thanks to the relation (3.19), provided that DτDyf ·f < 0.

If the inequalities f > 0 and f 2 > g hold for f and g, we rewrite (3.31) as

ux =
1

2
− 3

4

g3

g3 + f6

2

, (3.32)

and see that 0 < ux < 1/2 for g > 0. This inequality is applied to the solid and dashed

curves in figure 3. If g < 0 and g3 + f 6/2 > 0, on the other hand, then, 1/2 < ux < γ,

where γ is a positive constant. These conditions are indeed satisfied by the tau-functions

(3.28). One then finds that γ = 3/4. Actually, the inequality 1/2 < uX < 3/4 holds for

the thin solid curve in figure 3, as can be seen from (3.29c) for −s < ξ < s, s = ln(2+
√

3).

It turns out from the above discussion that while u itself always diverges, its x derivative

ux is bounded and takes the form of either kink or soliton, as already illustrated in figure

2 and figure 3.

2. Introducing the traveling wave ansatz u = U(X), X = x − ct + x0 (c, x0 ∈ R) in

equation (1.6), one can recast it to a nonlinear ODE

(
v − 1

2

)2 (
v +

1

4

)
=

c3d

16(4u2 − c)3
, (3.33)

where v = du/dX and d(∈ R) is an integration constant. In the case of c < 0, an

application of the theory of dynamical systems to (3.33) reveals that no bounded solutions

exist. Specifically, for d = 1, equation (3.33) can be integrated analytically to yield the

parametric solutions (3.27) and (3.29). If c > 0, on the other hand, then smooth periodic

wave solutions are found to exist for the parameter d in the interval 0 < d < 1. The
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classification of traveling periodic wave solutions of Eq. (3.33) will be performed in a

separate paper.

4. Parametric solutions of equation (1.7)

We modify equation (1.7) by means of the linear transformation (u, x, t) → (U,X, T )

according to U = β
α
u + 1, X =

√−β
α

x + α√−β
t, T = α√−β

t. Then, we find that it is

expressed in terms of the new variables as UXT = U − 1−U2UXX −UU2
X . Subsequently,

we replace the variables U,X, T by u, ix,−it, respectively, and obtain the basic equation

that we consider here:

uxt = u− 1 + u2uxx + uu2
x. (4.1)

In this section, we solve equation (4.1) under the boundary condition u → 1, |x| → ∞
which corresponds to non-periodic solutions.

Here, we establish the following theorem.

Theorem 4.1. Equation (4.1) admits the parametric representation for the multisoliton

solutions

u = 1 + i

(
ln

f̄

g

)

τ

, (4.2a)

x = y − τ − i ln
f̄

g
− (ln f̄g)τ + y0, (4.2b)

where f̄ and g are tau-functions given by

f̄ =
∑
µ=0,1

exp

[
N∑

i=1

µi

(
ξi + di − π

2
i
)

+
∑

1≤i<j≤N

µiµjγij

]
, (4.3a)

g =
∑
µ=0,1

exp

[
N∑

i=1

µi

(
ξi − di +

π

2
i
)

+
∑

1≤i<j≤N

µiµjγij

]
, (4.3b)

with

ξi = piy +
1

pi

τ + ξi0, (i = 1, 2, ..., N), (4.3c)

edi =

√
1 + ipi

1− ipi

, (i = 1, 2, ..., N), (4.3d)

eγij =

(
pi − pj

pi + pj

)2

, (i, j = 1, 2, ..., N ; i 6= j). (4.3e)

Here, pi and ξi0 are arbitrary complex parameters.
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If one puts pi = tan θi, then the expression of di from (4.3d) simplifies to di = iθi. This

parametrization is found to be very useful in constructing cusp and breather solutions.

4.1. Reciprocal transformation

In accordance with the observation that the form of equation (4.1) is quite similar to

equation (1.4), we apply the same type of the reciprocal transformation (x, t) → (y, τ) as

used for equation (1.4) [10]

dy = rdx + ru2dt, dτ = dt, (4.4)

where r = r(x, t) is an unknown function subjected to the boundary condition r →
1, |x| → ∞. It leads to the linear system of PDEs for x = x(y, τ)

xy =
1

r
, xτ = −u2, (4.5)

whose compatibility condition yields

rτ = 2r2uuy. (4.6)

Under the transformation (4.4), equation (4.1) can be written in the form

ruτy = u− 1− r2uu2
y. (4.7)

Now, we introduce the new variable w by

w = ruy, (4.8)

to transform equations (4.6) and (4.7) to

rτ = 2ruw, (4.9)

wτ − rτ

r
w = u− 1− uw2, (4.10)

respectively. Note from (4.5) and (4.8) that ux = w. If we eliminate the variable rτ from

(4.9) and (4.10), we obtain the expression of u in terms of w

u =
wτ + 1

w2 + 1
. (4.11)

We further introduce the variable φ according to

w = tan
φ

2
. (4.12)
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With this variable, (4.11) can be written as

u =
1

2
φτ + cos2 φ

2
, (4.13)

and r from (4.8) recasts to

r =
w

uy

=
2 tan φ

2

φτy − sin φ φy

. (4.14)

Substituting (4.13) and (4.14) into (4.6), we obtain a single nonlinear PDE for φ

φττy − 1

tan φ
φτφτy − sin2 φφy = 0. (4.15)

Remarkably, equation (4.15) can be integrated once with respect to y. Indeed, if we

multiply (4.15) by an integrating factor φτy/2 and perform the integration, we obtain

(
φτy

sin φ

)2

− φ2
y = c(τ), (4.16)

where c is an integration constant. Now, lim|y|→∞ w = 0 by virtue of the boundary

condition for u, and hence lim|y|→∞ φ = 0 (mod 2π) by (4.12). It follows from (4.14) that

lim|y|→∞ r = 1 = lim|y|→∞ φ/φτy. Consequently, lim|y|→∞ φτy/ sin φ = lim|y|→∞ φτy/φ = 1.

Taking the limit |y| → ∞ in (4.16) and using this limiting value, we can determine c = 1,

and finally equation (4.16) becomes

(
φτy

sin φ

)2

= 1 + φ2
y. (4.17)

The square root of equation (4.17) gives rise to the modified sG equation

φτy√
1 + φ2

y

= sin φ, (4.18)

where the plus sign has been chosen without loss of generality.

4.2. Parametric representation of solutions

The modified sG equation (4.18) is a completely integrable PDE, and its multisoliton

solutions have been obtained in constructing solutions of the generalized sG equation

[22]. The following proposition provides the parametric N -soliton solution.

Proposition 4.1 The parametric representation of the N-soliton solution of Eq. (4.18)

is given by

φ = i ln
f̄ ḡ

fg
, (4.19a)
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x = y − τ + i ln
ḡg

f̄f
+ y0, (4.19b)

where the tau-functions f̄ and g are given respectively by (4.3a) and (4.3b), and f and ḡ

read in the form

f =
∑
µ=0,1

exp

[
N∑

i=1

µi

(
ξi + di +

π

2
i
)

+
∑

1≤i<j≤N

µiµjγij

]
, (4.20a)

ḡ =
∑
µ=0,1

exp

[
N∑

i=1

µi

(
ξi − di − π

2
i
)

+
∑

1≤i<j≤N

µiµjγij

]
. (4.20b)

It has been shown that the tau-functions f, f̄ , g and ḡ satisfy the bilinear equations

[22]:

DτDyf · f =
1

2
(f 2 − f̄ 2), DτDyf̄ · f̄ =

1

2
(f̄ 2 − f 2), (4.21a)

DτDyg · g =
1

2
(g2 − ḡ2), DτDyḡ · ḡ =

1

2
(ḡ2 − g2), (4.21b)

iDyf · ḡ =
1

2
(fḡ − f̄g), iDyf̄ · g =

1

2
(f̄g − fḡ), (4.22)

iDτf · g = −1

2
(fg − f̄ ḡ), iDτ f̄ · ḡ = −1

2
(f̄ ḡ − fg). (4.23)

Let us now prove Theorem 4.1. First, we combine (4.14) with (4.18) to eliminate the

variable φτy, giving

xy =
1

r
=

(√
1 + φ2

y − φy

)
cos2 φ

2
. (4.24)

We use (4.19a) and (4.22) to compute φy and obtain

φy = −i
Dyf · ḡ

f ḡ
+ i

Dyf̄ · g
f̄g

=
(f̄g)2 − (fḡ)2

2f̄ ḡfg
. (4.25)

Substitution of (4.19a) and (4.25) into (4.24) gives

xy =
1

4

(
f

f̄
+

ḡ

g

)2

. (4.26)

It follows from (4.21a) and (4.21b) that

(ln f̄g)τy =
DτDyf̄ · f̄

2f̄ 2
+

DτDyg · g
2g2

= 1− 1

2

(
1− fḡ

f̄g

)
− 1

4

(
f

f̄
+

ḡ

g

)2

, (4.27)
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and from (4.22) that

i

(
ln

f̄

g

)

y

= i
Dyf̄ · g

f̄g
=

1

2

(
1− fḡ

f̄g

)
. (4.28)

In view of (4.27) and (4.28), (4.26) is expressed as

xy = 1− i

(
ln

f̄

g

)

y

− (ln f̄g)τy, (4.29)

which can be integrated with respect to y to give

x = y − i ln
f̄

g
− (ln f̄g)τ + c(τ). (4.30)

The integration constant c is determined from the boundary condition lim|y|→∞u = 1. Ac-

tually, lim|y|→∞xτ = lim|y|→∞(−u2) = −1 and lim|y|→∞
(
ln f̄

g

)
τ

= 0, lim|y|→∞
(
ln f̄

g

)
ττ

=

0. Referring to these limiting values, one has c′ = −1 so that c = −τ + y0 which,

substituted in (4.30), yields the parametric representation (4.2b) for x.

To derive the parametric representation of u, we introduce (4.19a) into (4.13) to obtain

u =
i

2

(
ln

f̄ ḡ

fg

)

τ

+
1

2

{
1 +

1

2

(
f̄ ḡ

fg
+

fg

f̄ ḡ

)}
. (4.31)

On the other hand, it follows from (4.23) that

i

(
ln

f

g

)

τ

= −1

2

(
1− f̄ ḡ

fg

)
, i

(
ln

f̄

ḡ

)

τ

= −1

2

(
1− fg

f̄ ḡ

)
. (4.32)

Adding both equations placed in (4.32) gives

1

2

(
f̄ ḡ

fg
+

fg

f̄ ḡ

)
= 1 + i

(
ln

f̄f

ḡg

)

τ

. (4.33)

Last, substituting the left-hand side of (4.33) into (4.31), we obtain

u = 1 + i

(
ln

f̄

g

)

τ

, (4.34)

which is just (4.2a). This completes the proof of Theorem 4.1.

The solutions given by (4.2) become complex-valued functions for complex parameters

pi and ξi0. If one imposes the conditions f̄ = g∗, ḡ = f ∗ for the tau-functions with the

23



asterisk being the complex conjugate, then, (4.2) gives rise to real solutions characterized

by a single tau-function g. It reads

u = 1 + i

(
ln

g∗

g

)

τ

, (4.35a)

x = y − τ − i ln
g∗

g
− (ln g∗g)τ + y0. (4.35b)

The conditions mentioned above for the tau-functions are realized if one takes the real

values for the parameters pi and ξi0 which would lead to cusp soliton solutions, as will be

exemplified below. Another choice is possible by putting N = 2M and p2i−1 = p∗2i, ξ2i−1 =

ξ∗2i (i = 1, 2, ..., M), where M is a positive integer. The resulting solutions would be shown

to take the form of breather solutions.

4.3. Soliton and periodic solutions

4.3.1. Cusp soliton

The tau-function g for the one-soliton solution is given by (4.3b) with N = 1. It can be

written in the form

g = 1 + i eξ−d, ed =

√
1 + ip

1− ip
, ξ = py +

1

p
τ + ξ0, (4.36)

where p and ξ0 are real parameters. If we put p = tan θ (0 < θ < π/2), then d = iθ and

g = 1 + ieξ−iθ. Introducing g into (4.35) yields a one-soliton solution

u = 1 +
cos θ

tan θ

1

cosh ξ + sin θ
, (4.37a)

X ≡ x +
1

sin2 θ
t + x0 =

ξ

tan θ
− 1

tan θ

sinh ξ

cosh ξ + sin θ
− 2 tan−1

(
cos θ

1 + sin θ
tanh

ξ

2

)
.

(4.37b)

Here, the constant y0 has been chosen such that ξ = 0 corresponds to X = 0. Although

the expression (4.37) represents a bounded solution, it has a cusp at the crest. To see

this, we compute the X derivative of u to obtain

uX =
uξ

Xξ

= − cos θ

sinh ξ
. (4.37c)

On the other hand, the coordinate X from (4.37b) has an expansion X = κ ξ3+O(ξ5) near

ξ = 0, where κ = cos θ+cot θ
3(1+sin θ)3

. Thus, uX ∼ −κ1/3 cos θ X−1/3, implying that limX→±0uX =

∓∞.
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The profile of the cusp soliton is plotted as a function of X on the left panel of figure

4. It represents a singular pulse propagating to the left at a constant velocity 1/ sin2 θ on

the coordinate system at rest.
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Figure 4. The profiles of the cusp soliton and cusped periodic wave solutions. Left: Cusp

soliton with the parameter θ = π/4. Middle: Cusped periodic wave with the parameter

θ = cosh−1 2. Right: Cycloid.

4.3.2. Cusped periodic wave

The cusped periodic wave solution is obtained formally from the cusp soliton solution

(4.37) if one replaces the parameters ξ and θ by iξ and π/2 + iθ, respectively. The

parametric solution (4.37) then becomes

u = 1− sinh θ

coth θ

1

cos ξ + cosh θ
, (4.38a)

X ≡ x +
1

cosh2 θ
t + x0 =

ξ

coth θ
− 1

coth θ

sin ξ

cos ξ + cosh θ
− 2 tan−1

(
sinh θ

1 + cosh θ
tan

ξ

2

)
,

(4.38b)

for ξ ∈ (−π, π). The solution (4.38) can be periodically continued beyond the interval

(−λ/2, λ/2) with λ = 2π(1−tanh θ). It turns out that (4.38) represents a cusped periodic

wave with the amplitude 1/ cosh θ and the period λ. Its typical profile is depicted on the

middle panel of figure 4. Since uX = sinh θ/ sin ξ, the cusp appears both at the crest and

at the trough in marked contrast to the periodic traveling wave solution of equation (1.5)

shown on the middle panel of figure 1 in which the cusp appears only at the crest of the

wave.

Last, we demonstrate that an intriguing result is obtained from a special limit of

(4.38). To be more specific, let ξ = π + θ cot(φ/2) (φ ∈ R), and take the limit θ → 0.

Then, (4.38) reduces to

u = cos φ, X ≡ x + t + x0 = φ + sin φ. (4.39)

The profile of (4.39) is plotted on the right panel of figure 4. It follows from (4.39) that

uX = − tan(φ/2), which determines the position of the cusp, i.e., X = π (mod 2π). The
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parametric solution (4.39) represents the cycloid which is familiar to us in geometry. It

satisfies an ODE, (du/dX)2 = (1 − u)/(1 + u). Actually, if we seek the traveling wave

solution of the form u = u(X), X = x − ct + x0 (c, x0 ∈ R), then we see that Eq. (4.1)

can be recast to a nonlinear ODE, (du/dX)2 = −(u2 − 2u + d)/(u2 + c) (d ∈ R). In

the case of c = −1 and d = 1, this equation simplifies to an ODE mentioned above.

Recall that the conventional representation of the cycloid is given by x = a(t− sin t), y =

a(1 − cos t), (a > 0, t ∈ R) in the (x, y) plane, and the transformation of (4.39) to this

form can be made simply by shifting the variables u, X and φ by u− 1, X +π and φ+π,

respectively. It is interesting to observe that the expression −u from (4.39) coincides with

the surface profile of Gerstner’s trochoidal wave which has been derived more than 200

years ago in the theory of deep gravity waves [23, 24]. Last, we point out that smooth

periodic wave solutions exist if c > 0 and d < 1 in the above ODE.

4.3.3. Breather

The breather solutions are obtained following the recipe described in the last sentence in

section 4.2. To show this, we find it convenient to introduce the new parameters according

to the relations

ξj = ηj +iχj, ξj0 = λj +iµj, pj = tan θj = aj +ibj, θj = αj +iβj, (j = 1, 2, ..., N).

(4.40)

The parameters aj and bj are expressed in terms of αj and βj as

aj =
1
2

sin 2αj

cosh2 βj − sin2 αj

, bj =
1
2

sinh 2βj

cosh2 βj − sin2 αj

, (j = 1, 2, ..., N). (4.41)

It turns out from (4.41) that aj/bj = sin 2αj/ sinh 2βj. This quantity characterizes the

feature of the solution.
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Figure 5. The profiles of the breather solutions. Left: The smooth breather with the

parameters p1 = p∗2 = tan(π/6 + i), ξ10 = ξ∗20 = 0. Right: The singular breather with the

parameters p1 = p∗2 = tan(π/6 + 0.2 i), ξ10 = ξ∗20 = 0.
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Here, we consider the single breather solution. The corresponding tau-function is given

by (4.3b) with N = 2. We put ξ1 = ξ∗2 = η +iχ, p1 = p∗2 = tan θ = a+ib, θ = α+iβ, ξ10 =

ξ∗20 = λ + iµ, δ = (b/a)2. Then, the tau-function f and g can be expressed in the form

f = 1 + i eη−β+i(χ+α) + i eη+β−i(χ−α) + δ e2η+2iα, (4.42a)

g = 1 + i eη+β+i(χ−α) + i eη−β−i(χ+α) + δ e2η−2iα, (4.42b)

with

η = ay +
a

a2 + b2
τ + λ, χ = by − b

a2 + b2
τ + µ. (4.42c)

The parametric representation of the solution is given by (4.35) with the tau-function

g from (4.42b). The explicit form of the solution is, however too complicated to write

down here. The profile of the smooth breather solution at t = 0 is depicted on the left

panel of figure 5 as a function of x for the specified values of the parameters. It represents

an oscillating pulse on a constant background. The smoothness of the solution depends

on the parameter 1/
√

δ = a/b (a > 0, b > 0). A detailed analysis reveals that the smooth

solutions are produced if the condition a/b < cos α/ cosh β (0 < α < π/2, β > 0) is

satisfied. See remarks 4.4 below. In the present example, a/b = 0.239, cos α/ cosh β =

0.561 (α = π/6, β = 1.0). As for the analogous conditions for the smooth breather

solutions of the SP and modified SP equations, one can refer to Refs. [10, 25].

If the value of the parameter a/b exceeds certain critical value, then the singularities

of the solutions appear in the form of cusps. The amplitude of the solution is, however

finite since g 6= 0 (or g∗g > 0) for arbitrary values of η and χ, as can be confirmed by

using (4.42b). The formation of cusps is exemplified on the right panel of figure 5 for the

specified values of the parameters. In this example, a/b = 2.11 and cos α/ cosh β = 0.849,

so that the condition for the smoothness is violated.

4.4. Remarks

1. The smooth breather solutions would be produced if the conditions g 6= 0 and Re(fg) 6=
0 are satisfied simultaneously for arbitrary values of y and τ . Referring to (4.35a), the

former condition assures that the solution is finite in space and time, whereas the latter

one implies that the mapping (4.4) is one-to-one so that the solution becomes a single-

valued function of x at any fixed t. Actually, in view of (4.26) with f̄ = g∗ and ḡ = f ∗,

one obtains xy = (Re fg)2/(g∗g)2. Hence, xy > 0 if Re fg 6= 0 and g∗g > 0. It also

follows from (4.12), (4.19a) and the relation ux = w that ux = Im fg/Re fg. Thus, if

Re fg 6= 0, then the singularities ux → ±∞ never occur in the solution. In the case of
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one-breather solutions, the condition Re fg > 0 is equivalent to imposing the inequality

sin α < sinh β (0 < α < π/2, β > 0). In view of (4.41), this inequality can be rewritten

in the form 0 < a/b < cos α/ cosh β which turns out to be a criterion for the existence of

smooth breathers.

2. The modified SP equation (1.4) has been proposed as an integrable generalization

of the SP equation [9]. Subsequently, an integrable multi-component generalization of

the modified SP equation was introduced as well as its multisoliton solutions [10]. The

parametric representation of the N -soliton solution of equation (1.4) can be written in

the form [10]

u = i

(
ln

f̄sG

fsG

)

τ

, x = y − (ln f̄sGfsG)τ + y0, (4.43)

where fsG and f̄sG are tau-functions representing the N -soliton solution of the sG equa-

tion φτy = sin φ, and given explicitly by g from (4.3b) and f̄ from (4.3a) with di = 0,

respectively. The structure of the solutions is quite similar to that of equation (4.1). The

only difference is the parametric form of x coming, in particular, from the term i ln(f̄/g)

in (4.2b).

3. If one carries out the scalings u → −u, x → −ix, t → it, equation (4.1) reduces to

uxt = u + 1− u2uxx − uu2
x. (4.44)

The above equation has been considered in [13], where the parametric solutions are shown

to be constructed in terms of solutions of the sG equation. The parametric solutions of

equation (4.44) are obtained simply by applying the scalings y → −iy, τ → iτ, y0 → −iy0

in addition to the scalings mentioned above for u, x and t to (4.2). This gives

u = −1−
(

ln
f̄

g

)

τ

, (4.45a)

x = y + τ + ln
f̄

g
− (ln f̄ g)τ + y0, (4.45b)

where the tau-functions f̄ and g are given by (4.3) with the parameters θi replaced by

π/2 + iθi (i = 1, 2, ..., N). These tau-functions are real functions for the real soliton

parameters θi and ξi0. Consequently, the parametric representation (4.45) gives rise to

real solutions. Actually, in the one-soliton case, the tau-functions f and g are expressed

as

f̄ = 1 + eξ−θ, g = 1 + eξ+θ, ξ = py +
τ

p
+ ξ0, p = 1/ tanh θ, (4.46)
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and the parametric one-soliton solution takes the form

u = −1 +
sinh θ

coth θ

1

cosh ξ + cosh θ
, (4.47a)

X = x− 1

cosh2 θ
t + x0 = tanh θ ξ − tanh θ sinh ξ

cosh ξ + cosh θ
+ ln

1− tanh θ
2

tanh ξ
2

1 + tanh θ
2

tanh ξ
2

, (4.47b)

with du/dX = − sinh θ/ sinh ξ. This represents a cusp soliton on a constant background

u = −1 moving to the right at a constant velocity 1/ cosh2 θ. The general N -cusp soliton

solutions as well as the breather solutions can be obtained in the same way following the

procedure developed in section 4.3.

5. Concluding remarks

In this paper, we have developed a systematic method for solving the integrable gen-

eralized short pulse equations. We have presented parametric solutions for three novel

equations by means of a direct method combined with the reciprocal transformations.

The solutions obtained include cusp solitons, unbounded solutions and breathers as well

as singular periodic traveling wave solutions. These exhibit several new features. Of par-

ticular interest is that no smooth and bounded solutions were found for the non-periodic

case except for the breather solutions of equation (4.1). The results of the present paper

open up a number of interesting problems, some of which are listed below.

1. The periodic solutions presented in this paper belong to a special class of solutions. The

classifications of traveling wave solutions of equations (1.5), (1.6) and (4.1) are important

issues to be considered in detail. Furthermore, the integrability of these equations suggests

the existence of the general multiphase solutions as in the cases of the integrable PDEs

such as the Korteweg-de Vries, sG and nonlinear Schrödinger (NLS) equations. Various

exact methods are now available to construct periodic solutions mentioned above [26, 27].

2. The Cauchy problems of the equations are more challenging than constructing partic-

ular solutions. Specifically, the mathematical problems associated with the existence and

uniqueness of solutions as well as the well-posedness in appropriate function spaces are

worth studying for both non-periodic and periodic boundary conditions [28]. The IST is

applicable to three PDEs since the corresponding Lax pairs are now at hand. The rigor-

ous mathematical analysis of the stability of traveling wave solutions is also an important

issue to be addressed in a future work.

3. The SP and modified SP equations have been extended to integrable multi-component

systems and their parametric solutions have been obtained [10, 29]. One can expect that
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the single component PDEs considered here have integrable multi-component analogs.

The two-component case is particularly important since it may be written as a single

equation for the complex variable with either the focusing or defocusing nonlinearities, as

in the case of the NLS equation.

4. While the SP equation has been derived from the physical system, other six equations

still remain mathematical models. Therefore, it seems to be important to capture the

physical phenomena described by these equations. In the context of surface gravity waves,

a few works along this line are found, for example, in [12, 18, 30].
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