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Tissue Classification of Atherosclerotic Coronary Plaque from Imbalanced
IVUS Data Sets Using Deep Boltzmann Machine
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This dissertation presents a study of tissue characterization of human atherosclerotic coronary
plaque by deep Boltzmann machine (DBM). The research data sets include intravascular
ultrasound (IVUS) radiofrequency signals acquired from human coronary arteries. IVUS tissue
characterization has been an issue of great concern in medical application studies for the reason
that coronary heart disease (CHD) statistically accounts for a high proportion of mortality
whereas the formation of atherosclerotic plaque is a leading cause of CHD.

In machine leaming, deep networks have attracted much interest in recent years, which play as
powerful frameworks to handle with large and high dimensional data sets. Restricted Boltzmann
machine (RBM) is a good initialization for constructing deep networks. In addition, RBM is
developed as a stand-alone classification network for supervised leaming, so it has attracted
many studies recently. The aim of this thesis is to provide insights into leaming features of
1imbalanced IVUS data sets to classify IVUS tissues by the use of RBM and DBM.

Structurally, this dissertation is organized in seven chapters. The two first chapters introduce
about our IVUS data sets and the interested classifiers. The next chapters present the results of
tissue classification with respect to specific methods. The details of each chapters are
summarized as follows:

Chapter 1 describes the IVUS data sets and our target problem of IVUS tissue classification.
Related work and background in the literature of IVUS tissue characterization are briefly
reviewed. In particular; a brief description of how to acquire IVUS signals, concemed techniques
of IVUS signal preprocessing are presented. Besides that, the literature of imbalanced dataset
leaming is analyzed in relation to our present topic, specially, the evaluation for multiclass
classification and the difficulties of class imbalance problem.

Chapter 2 describes the network structure of RBM. Its capacity for unsupervised learning and
leaming stability are discussed. Regarding supervised learming, RBM is developed as a stand
alone classification model, it is called classification restricted Boltzmann machine (ClassRBM).
Next, deep Boltzmann machine (DBM) is presented as an interested deep network. With a
step-by-step approach, our first results in this dissertation are mainly from using ClassRBM.
After dealing the difficulties of class imbalances and understanding the leaming capacity of
ClassRBM, the deep network DBM is a next consideration in order to improve tissue
classification performance.

Chapter 3 presents the IVUS tissue classification by ClassRBM in comparison to integrated
backscatter method (IB-IVUS) which is as a conventional method in the literatire of IVUS
tissue characterization. The results show a better classification evaluation performed by
ClassRBM as compared to IB-IVUS for the same task. Above all, this study shows a more
understanding of ClassRBM when featured IVUS patterns are proposedly binarized. That work
proves an advantage as compared to the classification of ClassRBM performed with real-valued
featured patterns, hence the bit level of IVUS data is a considerable point regarding the use of
ClassRBM.

Chapter 4 shows efforts to deal with the class imbalances of IVUS data sets that hinder the
training of RBM. Balancing training sets is first concerned by the use of adaptive synthetic




sampling technique (ADASYN) which employs oversampling, undersampling and synthetic
sample creating to balance training sets. Another consideration is the use of multiclass AdaBoost
which ensembles ClassRBMs. This chapter mainly focuses on the frequency domain of IVUS
signals. The tissue class imbalances are still obstacles and challenges for training of ClassRBM
although the results show little improvement of tissue classification by comparison of ClassRBM
with neural networks and support vector machine.

Chapter 5 takes pixel level of dataset into account and presents a proposed training algorithm
of ClassRBM with a misclassification cost-sensitive algorithm to address IVUS dataset
imbalances. In words, the proposed algorithm is a strategy to accumulate training sets
step-by-step which is based on the misclassification rate of each class. The proposed
misclassification cost sensitive algorithm supports the training of ClassRBM better as compared
to neural network for the same network size and same task.

Chapter 6 shows an application of deep Boltzmann machine with the understandings from
previous chapters. Particularly, the misclassification cost-sensitive training algorithm in chapter
5 1s simplified. In addition, using unsupervised learning is first considered and fed for supervised
leaming in the upper layer of DBM. In other words, DBM contains stacked RBMs of which the
first RBM squeezes input data and feeds for the upper one where the uppermost layer is
ClassRBM. DBM proves a high representation for the tissue classification. The results also show
the better performance by DBM as compared to IB-IVUS. In addition, in this chapter, different
sizes of IVUS patterns are paid attention to specify a better size in IVUS pattern extraction.

Chapter 7 is for our conclusion, the achieved results are promising to encourage us to improve
the IVUS issue towards the application of deep leaming. The limitations of our method are
inevitable points discussed here for future work.

In sum, in attempting to improve the IVUS tissue classification, this dissertation shows a
step-by-step approach to deal with the obstacles of IVUS data sets as well as the network denived
from restricted Boltzmarn machines. In a nutshell, the data binarization and misclassification
cost-sensitive training algorithms of ClassRBM and DBM are the key solutions to solve the
IVUS tissue classification issue.
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