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FALF XA E | Research on Meal Assistance Robot for Upper limb disabilities

® 4 TOMIMOTO Hiromasa

In Japan, the number of crippled people is growing in recent years. The growth is
considered to continue in near future owing to the background of aging society. The crippled
people are facing severe situation with many kinds of difficulties in their daily lives.
Especially, for the upper-limb-crippled people, it is even difficult to have meals by
themselves. They have to get assistance from their family or helpers in eating. It is a
frustrated situation for the care receivers who cannot complete basic daily activities.
Meanwhile, it is also a heavy work for their families or care centers. To help the care
receivers in eating, it is important to match the pace and amount of help giver and receiver.
It is such a careful work that the meal assistance requires at least one helper in a meal in
home nursing or at care centers. Considering the aging society in Japan with shortage of
labors, it is not an easy problem to solve. According to the situation stated above, some
robots are introduced to help the upper-limb-crippled people in eating, relieving the severe
situation. .

Handy1, iARM and My-spoon are well known as robots which are able to assist in
eating. It is named as My-spoon developed by Secom Co., Ltd. The system specializes in
assistance in eating than the two robots introduced above. The meal assistance robot
employs a fork and a spoon as manipulators. The manipulators help in eating by griping
food. The manipulation is considered effective in some cases. However, owing to the
structure of the manipulators, the system has difficulty in griping soft and slippery food.
There is also a risk to make fragile food into pieces. Based on the robots introduced above,
some researches related to meal assistance robots are carried out. It is not difficult to
summary the meal assistance robot that the articulated robots introduced are not easy to
avoid vibration owing to the structure. Since in taking and passing food procedures,
vibration generated on one axis will be transferred to other axis. Another reason why
conventional systems are not easy to be applied is that the robots are designed to be with
operation interfaces such as joystick which is supposed to be operated with normal hands. In
most cases, the operation interfaces are not suitable for upper-limb-crippled people.

Different from previous meal assistance robots our proposed one is structured in an
orthogonal coordinates. The main components of the robot are including the pusher which
applied to push food from food plate in y-axis direction. the shutter which can be adjusted in
vertical direction of z-axis; the food plate with tracks, and the LEDs which are used for
marking the tracks; a spoon which is suitable to carry most kinds of food to the user.
Operation direction of each axis is defined as follows. Plate moves in only x-axis direction,
shutter moves in only z-axis direction, pusher and spoon move in only y-axis direction. The
forces from actuators are transmitted in axis with rack-and-pinion. The DC motors are
employed to the plate, pusher and spoon as actuators. For the shutter a servo motor is used.
Each axis at proposed robot moves the following procedure.

(1) Foods are set up at the predetermined location on the plate tracks. the foods are set in
five tracks. '




(2) The user can chose food using the operation interface with voluntary closing eye. The—‘
x-axis movement of plate will make the selected track moving to the pusher position.

(8) The pusher moves to the position of the selected food.

(4) The shutter comes down to the track.

(5) The pusher pushes out the food to the spoon in standby status.

(6) The spoon extends and passes the food to user’s mouth.

The location shutter can be modified according to setting based on different food.
The food is supposed to be offered following their locations on the tracks.

The user can operate the robot smoothly because food can been chosen by only
closing eye. Raspberry Pi with web camera is used in the proposed operation interface with
voluntary closing eye. Firstly, user’s face image will be fetched by the web camera. Next, eye
will be recognized and closing eye will be detected. Eye search is implemented by Haar-like
feature on the acquired image. The interface detects closing eye according to the detected
eye position. The closing eye is determined by detecting iris. Percentile method is applied to
detect iris. Actually the method leaves Black pixels more than 5% of eye area. Extracted
object get near circular form because iris comes out at opening eye. Extracted object get near
narrow form because eyelashes come out at closing eye. Opening and closing of eyelid is
determined by calculating Degree of Circularity of extracted region.

The interface operated by eye-direction consists of a webcam and a PC. It detects
the eye from the face image acquired by webcam, identifies the eye movement, and then
determines which plate does the user is gazing. Firstly, by using the background
differencing method, the difference in RGB level for the opening or closing of the eyelids is
detected. By this method, the eye position can be specified. Secondly, from the detected
location of eye, the iris barycenter and the sclera barycenter are calculated. Then, the
barycenter of sclera and iris are recalculated. Thirdly, when the user’s gaze moved the iris
position, letting the iris barycenter as the starting point and the sclera barycenter as the
ending point, the barycenter vector is identified. The direction of the user’s gaze is
determines from the movement of the vector. '

At the end, this research is summarized and referred to the tasks ahead.
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