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Abstract

Data analysis underlies many computing applications, either in a design phase or just
as a part of decision support for other applications and purposes such as medical, stock
exchange, weather forecast, etc. One of the key elements in data analysis is classification
of data based on goodness-of-fit to a postulated model, or natural groupings (clustering)
revealed through analysis. In many system, database classification analysis, still man-
aged manually by human, therefore the quality of distributed databases highly depends

on designer’s skill and the maintenance is very hard.

Clustering is the unsupervised classification of patterns into groups. Database is one
of the common inputs for clustering which is usually processed in the form of a matrix
of attributes (features) and records (data). This dissertation is concerned with the
optimization of database clustering using evolutionary computation and fuzzy database
modeling, and proposes four rule based clustering algorithms. Rule based clustering is
one of the solutions to provide automatic database clustering and interpretation of data
patterns. Rule based clustering represents data patterns as rules by analyzing database
structures on both of attributes and records. Each cluster is created by a rule pool where
there are many rules which have similarity values to other rules in the internal cluster
and dissimilarity values to the other rules in the external clusters. The advantage of
rule based clustering is to focus on important attributes represented by rules(frequent
attribute patterns), while conventional data based clustering considers all attributes. In
other words, rule based clustering can deeply consider the characteristics of the target

database.

The aim of the optimization proposed in this dissertation includes : improvement of
clustering quality for large databases, making clusters with different capacity limitation,
and on-line rule updating capability to handle data changes in databases. The optimiza-
tion of database clustering is realized by evolutionary rule based clustering using genetic

network programming (GNP).

GNP is an evolutionary optimization technique, which uses directed graph structures
instead of strings in genetic algorithm or trees in genetic programming, which leads
to enhancing the representation ability with compact programs derived from the re-
usability of nodes in a graph structure. In this dissertation, GNP is used to handle
rule extraction from databases by analyzing the attributes and records. Clustering is
processed by grouping rules into the clusters based on the similarity measurement. GNP
have the advantage of evolutionary algorithm for data classification which are global
search ability for high speed rule extraction and easiness to stop evolution process that

guarantee practical time rule extraction.



i

The cluster performance is evaluated by the following two evaluation methods, the sil-
houette and accuracy rate. The silhouette provides a succinct graphical representation
of how well each object lies within its cluster. In unsupervised learning, it is difficult to
evaluate the clustering results because the correct answers cannot be obtained. However,
by using silhouette, the clustering performance can be evaluated because silhouette can
consider the both of distance between similar data and dissimilar data. Accuracy Rate
shows the percentage of records whose cluster labels are correctly assigned. Accuracy

Rate is useful for evaluating the clustering result of data with correct class labels.
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Chapter 1

Introduction

The first chapter describes the background of this study, which is the optimization of
database clustering for distributed database management systems. The optimization
proposed in this dissertation includes: 1) improvement of clustering quality and ca-
pability to handle high dimensional databases, and 2) additional clustering problems
such as: making clusters with different capacity limitation, and on-line rule updating to
handle unbalanced number increase/decrease of data in databases. In this dissertation,
optimization methods of database clustering are realized by evolutionary rule-based clus-
tering using genetic network programming (GNP). This dissertation also applies fuzzy
database modeling as a feature representation method to improve the clustering ability

to handle high dimensional databases.

1.1 Clustering

Data analysis underlies many computing applications, either in a design phase or just
as a part of decision support for other applications and purposes such as medical, stock
exchange, weather forecast, etc. Data analysis procedures can be dichotomized as either
exploratory or confirmatory, based on the availability of appropriate models for the
data source. One of the key elements in data analysis is classification of data based on
goodness-of-fit to a postulated model, or natural groupings (clustering) revealed through

analysis.

Clustering is the unsupervised classification of patterns into groups. The clustering
problem has been addressed in many contexts and the usefulness of clustering has been
verified as one of the steps in exploratory data analysis. The usefulness of clustering

can be found in several exploratory pattern-analysis, grouping and decision-making [1].
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Cluster analysis is the organization of a collection of patterns, which is usually repre-
sented by a vector of measurements, or a point in a multidimensional space belonging

to a certain cluster based on the similarity (distance) between the point and the cluster.

1.1.1 Database Clustering

Computerized database was firstly introduced in 1960, where accesses can be done by sin-
gle computer. In the 1970, computerized database was extended to centralized database

which can be accessed by multiple computers via network.

Clustering can be applied to databases which is commonly processed in the form of
matrix of attributes (features) and records (data) [1]. Database clustering is usually

carried out to enhance the efficiency of database management systems.

The process of database clustering commonly includes feature extraction, pattern sim-
ilarity measurement and clustering or grouping. Feature extraction is the use of one
or more transformations of input features to produce new salient features or frequent
pattern sets [2]. Complexity of the feature extraction increases as the complexity of
database structures including variation of data and the number of attributes and records

increases.

Typical database clustering activity involves the following steps [1]:

1. pattern representation (optionally including feature extraction and/or selection),
2. definition of a pattern proximity measure appropriate to the data domain,

3. clustering or grouping

The pattern representation refers to the number of classes, the number of available
patterns, and the number, type and scale of the features being available to the clustering
algorithm. In this study, GNP is used to execute feature extraction with rule extraction

that will be explained in chapter 5.

The pattern proximity is usually measured by a distance function defined on pairs of
patterns. A variety of distance measures are in use in the various communities [2,
3]. Euclidean distance can often be used to reflect dissimilarity between two patterns,
whereas other similarity measures can be used to characterize the conceptual similarity

between patterns [4].

The grouping step can be performed in a number of ways. The generated cluster(s) can
be either hard (a definite partition of data into groups) or fuzzy (each pattern has a

degree of membership in each cluster) [5].
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FIGURE 1.1: A distributed database environment

1.1.2 Rule Based Clustering

Rule based clustering is one of the solutions to provide automatic database clustering
and interpretation of data patterns. Rule based clustering represents data patterns as
rules by analyzing database structures on both of attributes and records. Each cluster is
created by a rule pool where there are many rules which have similarity values to other
rules in the internal cluster and dissimilarity values to the rules in the external clusters
[6-8]. The advantage of rule based clustering is to focus on important attributes rep-
resented by rules(frequent attribute patterns), while conventional data based clustering
considers all attributes. In other words, rule based clustering can deeply consider the

characteristics of the target database.

1.1.3 Clustering in Distributed Database Management System

Distributed database management system (DDBMS) could be a solution for dealing with
large scale information systems with large amount of data growth and data accesses. A
distributed database (DDB) is a collection of data that logically belongs to the same
system but is spread over the sites of a computer network (Fig. 1.1). A DDBMS is
then defined as a software system that permits the management of DDB and makes the

distribution of data between databases and software transparent to the users [9, 10].

To handle the data proliferation, efficient access methods and data storage techniques

have become increasingly critical to maintain an acceptable query response time. One
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FIGURE 1.2: Basic Implementation of GNP

S : start node, [Ji,....Jy4] : judgment node, [P.....Ps] : processing node

way to improve query response time is to reduce the number of disk I/Os by clustering the
database vertically (attribute clustering) and/or horizontally (record clustering) [11, 12].
Improvements in the retrieval time of multi-attribute records can be attained if similar
records are grouped close together in the file space as a result of restructuring. For
example, fewer page transfers would occur if two or more of the target records reside
in the same page [13]. The distribution rules of data of the conventional DDBMS is
basically made by human, therefore the quality of distributed databases highly depends
on designer’s skill and the maintenance is very hard. The DDBMS proposed in this
dissertation aims to realize automatic database management where distribution of data
is executed by data mining, the maintenance of databases is easy and the extension to

fuzzy database is possible.

1.2 Genetic Network Programming

GNP is an evolutionary optimization technique, which uses directed graph structures
instead of strings in genetic algorithm [14] or trees in genetic programming [15], which
leads to enhancing the representation ability with compact programs derived from the

re-usability of nodes in a graph structure.

1.2.1 Basic Application of GNP

In GNP, there are two types of nodes: judgment nodes and processing nodes. A judgment
node has a function to examine a value of attribute and select Yes/No branches. A

processing node is used to show the start position of the node transition. Therefore,
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the node transition starts from one of the processing nodes, and the sequence of nodes

represents rules of the program.

The basic structure of GNP is illustrated in Fig. 1.2, showing the directed graph consist-
ing of judgment nodes and processing nodes. p (p =1,...,n) denotes the p-th judgment
function stored in a library for judgment nodes, while g (¢ = 1,...,m) denotes the ¢g-th

processing function stored in a library for processing nodes [16, 17].

1.3 Rule Extraction by GNP

In this study, GNP is used to implement rule extraction from databases by analyzing the
records. FEach judgment node represents an attribute with value range. For example,
price attribute could be divided into three ranges (low, middle, high), and one range is
assigned to one judgment node. GNP makes rules by evolving combinations of nodes
and measures the coverage of the extracted rules. Coverage means how much the records
in a database each rule can represent (cover).and rules covering at least one record will
be stored in a rule pool. The clustering of this study is realized by distributing the
stored rules to several sites (clusters). The point of the clustering proposed in this study
is to distribute rules, not the data, which contributes to distributing any data into sites

considering the similarities between rules and data.

The rule extraction of GNP is executed analyzing the database information such as:

Attributes amount : the number of attributes in a database. Each attribute will be
divided into some nodes depending on its variation and value ranges (distance of

minimum value and maximum value).
Data amount : the number of records in a database.

Data variation : how much different records are contained in a database. If every
record in a database is different, variation is 100%, if half of the records in the
database is different, variation is 50%, and if every record in a database is the
same, variation is 1/(thenumberofdata) x 100%. For example, in Table 2.1 there

are six data variation in total 310 data, thus the variation is (6/300) x 100 = 1.94%.

GNP is used to extract rules from a database by analyzing all the records. Phenotype and
genotype structures of GNP are described in Fig. 1.3 and Table 1.2, respectively. In Fig.
1.3, each node has its own node number (1-11), and in Table 1.2, the node information
of each node number is described. The program size depends on the number of nodes,

which affects the amount of rules created by the program.
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TABLE 1.1: Example of Frequency Table of Price Attribute

FI1GURE 1.3: GNP Implementation on Data Mining

x f xf

10 30 | 300

25 25 | 625

50 30 | 1500

80 140 | 11200

100 65 | 6500

150 20 | 3000

Total | 310 | 23125

TABLE 1.2: GNP gene struc-

ture of Fig. 1.3

1 1 00| 4

2 1 0|07

3 1 01019

4 2 Al 5

) 2 Al 2|6

6 2 B |1 7

7 2 D] 2] 8

8 2 Cl2]5

9 2 C| 1|10

10 2 D1 |11

11 2 B3] 4

¢ : Node number,

NT; : Node types; 1=processing, 2=judgment,
A; : Attribute index,

R; : Attribute range index,

C; : Connection

In the implementation of rule extraction, a judgment node represents an attribute of the

database, which is represented by A; showing an attribute index such as price, stock, etc.,

and R; showing a range index of the attribute value. For example, A; = A represents

price attribute, and R; = 1 represents value range [0,50] and R; = 2 represents value

range [51,80]. A processing node show the start point of the sequence of judgment

nodes which are executed sequentially by their connection. Sequences of nodes starting
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TABLE 1.3: Example of database

A A, [ B [ Dy Cy | Ci | Dy | Bs
1ot ]lo]o]1]1]o0
T]o[1|1]1]0]o0o]o0
0]l 1]o]1]1]0]0]oO
0]l 1]o0o]1]o0]|1]o0]T1
1]o[1]o0]1]l0o]1]o0
T1]o]olo]o]1]1]1

from each processing node (P, Py, P3) are represented by dotted line a, b and ¢. A node
sequence flows until support for the next combination does not satisfy the threshold. The
nodes with the attributes that have already appeared in the sequence will be skipped.
Candidate rules extracted by the program of Fig. 1.3 to the database of Table 1.3 to
the database of Table 1.4. In Table 1.4, three rules are extracted by the node sequence

from each processing node.

The score of rule is defined as follows.

0if sup(r) =0

Score of rule r= (1.1)
sup(r) + (neon (1) — 1) if sup(r) > 0,

where sup(r) is the support! of rule 7 and ne,,(r) is the length of rule r.

Fitness for evaluating an individual is defined as follows.

Fitness = %{SUP(T) + (ncon(r) - 1) + O‘new(r)}a (1.2)

where ey (r) is an additional value if rule 7 is newly extracted.

Table 1.4 shows the length and support of the extracted rules. Score of rule described
by Eq. 1.1 is not only calculated by its support(sup(r)) but also by its length(neon(7)).
Considering the rule length makes rules more reliable because longer rules can cover
various combinations of attributes. For example, A; A By has relatively high support
3/6 but only has the length two, so the score of rule is only 1.500. On the other hand,
C1 A D1 A Bs A Ay has the support only 1/6 but the length is four, therefore, the score

1Ratio of records that satisfy rule r
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TABLE 1.4: Example of database and its support to the extracted rules

. Score
Processing Nodes | Extracted Rules | Support Rule | Template
Al N By 3/6 1.500 6.00
1 AL NBy A Dy 1/6 2.166 3.67
A1 ANByADy A Cy 1/6 3.166 4.67
Dy A Cy 2/6 1.166 4.33
2 Do ANCoy N Ay 1/6 2.166 3.67
Doy ANCoy N Ay A By 0/6 0 0
Ciy N Dy 2/6 1.333 4.33
3 Cy NDqy N Bg 1/6 2.166 3.67
CiNDyNBsANA; 1/6 3.166 4.67
Total | 19.99

(Score of template is introduced in section 2.4.1.3)

becomes 3.166. e (r) is also included in the fitness because the objective of rule

extraction is to discover new rules from a database as much as possible.

1.4 Fuzzy Database

Existing DBMS are basically able to handle crisp, precise and non-ambiguous data.
These systems do not cater for vague and ambiguous data which is based on fuzzy. Fuzzy
databases [18, 19] become one of the solutions to deal with uncertain or incomplete
information using fuzzy logic that is represented by fuzzy queries. Integration of the
fuzzy logic into distributed databases has advantages such as flexible querying, handling
imprecise data, minimizing the transformation costs and the applicability to fuzzy data

mining [20].

The data is sometimes transformed before being used. One reason for this is that
different attributes may be measured on different scales [1, 21]. In cases where the ranges
of values differ widely from attribute to attribute, these different scales of attributes
would influence the results of the cluster analysis, and it is common to normalize the data
so that all attributes are on the same scale. Another reason for initially transforming
the data is to reduce the number of dimensions, particularly when the initial number of
dimensions is large. In this study, fuzzy database modeling is used as fuzzy logic based

standardization, which is explained in the next subsection.
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1.5 Fuzzy Object Oriented Database (FOOD)

A general database consists of a collection of records stored in a computer storage.
A fuzzy database is an extended structure of the general database where uncertain
or incomplete information can be dealt with using fuzzy logic. Flexibility of fuzzy
databases can be achieved by adding fuzzy membership degree to each record, that is,
the membership degree of an attribute of each record is represented by the value range
between 0 and 1 (not binary values like general databases). Fuzzy values of attributes
are defined by fuzzy sets associated to each attribute and with different membership

functions [22, 23].

Fuzzy object oriented database (FOOD) is a database with fuzzy membership extension
for making an object-oriented database model that permits data values to be fuzzy
predicates and numbers. FOOD considers the effects of imprecise data values on the class
structures and proposes a modeling paradigm compatible with the object-oriented data
model that accommodates uncertainty in class hierarchies. From a database perspective,
this extension has a significant advantage: it provides more accurate description of the
universe of discourse which is very important in knowledge intensive applications, such
as the combinations of databases and artificial intelligence systems [24-27]. The model

of FOOD adopted in this study consists of:

1. Class : name of object structure such as product, employee, etc.

2. Variable : component of class. For example, class “product” has a variable such

as product’s name, price, weight etc.

3. Term : fuzzy membership function for each variable. For example, the price of
class “product” has three terms such as cheap, average and expensive (explained

later in section 3).

4. Query(rule) : detailed structure of fuzzy query [22]. Basically only SELECT query
is used in this study. SELECT query covers target records in a database by the
combination of fuzzy terms. Query will be the main object of GNP rule extraction,

i.e., the core part of the proposed clustering algorithm.

1.6 Clustering Evaluation

The cluster performance is evaluated by the following two evaluation methods : Sil-
houette [28] and Accuracy. Silhouette provides a succinct graphical representation of

how well each object lies within its cluster. Silhouette value is calculated by Eq. 1.3.



Chapter 1. Introduction 10

Because each attribute has its own value scale, it is normalized using mean and standard
deviation before calculating Silhouette. Silhouette is useful for evaluating the clustering

result without using correct class label.

— b—
§= max{g,b}
1—a/b, ifa<bd
(1.3)
=40, ifa=10

b/la—1, ifa>0b
s: Silhouette value for a single sample. The Silhouette value for a set of samples is given
as the mean of the Silhouette values of each sample.
a: the average dissimilarity (distance) of data within the same cluster.
b: the lowest average dissimilarity (distance) to any other cluster.
Accuracy Rate shows the percentage of records whose cluster labels are correctly as-

signed. Accuracy Rate is useful for evaluating the clustering result of data with correct

class labels.

1.7 Objective of this study

The objective of this study is to realize evolutionary database clustering and the detailed

objectives in each chapter are described as follows.

1. Clusters with different capacity limitation can be generated by GNP that extracts

a large number of rules and dynamic programming that solves knapsack problem.

2. On-line rule updating ability is realized, which enables rule based clustering using
GNP to have adaptability to the unbalanced increase/decrease of the number of

data in databases.

3. The concept of fuzzy object oriented database modeling is introduced to the rule
based clustering using GNP to improve clustering quality and data representation

abilities.

4. A fuzzy feature selection method is proposed to realize high clustering quality for

high dimensional databases.

The other features are described as follows.
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1. Deal with clustering of rules, not clustering of data.

2. Separate a single database to multiple databases by considering similarity of rules

that extracted from single database.

3. Organize data by frequent patterns (rules) that occur in a single database. The

data with similar frequent patterns are stored in the same storage.

The Contribution of this study are described as follows.

1. Propose new clustering algorithms that give additional mechanisms to rule-based

clustering to realize practical and user-friendly systems.

2. Aim to obtain good clustering performance comparing to the conventional methods

as well.

1.8 Structure of this dissertation

The outline of this study are described as follows.

1. Chapter 2 discusses implementation of genetic network programming (GNP) and
standard dynamic programming to solve the knapsack problem (KP) as a decision
support system for record clustering in distributed databases. This chapter also
discusses partial random rule extraction method in GNP to discover frequent pat-
terns in a database for improving the clustering algorithm, especially for large data
problems. The concept of KP in clustering is discussed, which is to distribute rules
to each site by considering similarity (value) and data amount (weight) related to

each rule to match the site capacities.

2. Chapter 3 discusses decision support system for database cluster optimization
using GNP with on-line rule updating based clustering. In this chapter on-line
algorithm is utilized to maintain the cluster adaptability against several unbal-
anced data growth. To realize this ability, start node is added to represent the
start positions of the node transition, and processing node which determines ad-
dition/deletion of rules and to which cluster each rule should be assigned is added

to the conventional GNP based rule extraction method.

3. Chapter 4 discusses a clustering method using GNP with the advantages of fuzzy
object oriented database (FOOD) modeling. The main purpose of this chapter is

to provide additional mechanisms to database clustering systems, that is, a data
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mining algorithm for extracting fuzzy rules, and building clusters based on the ex-
tracted fuzzy rules. The adoption of FOOD model to GNP rule extraction process

can increase the clustering quality and interpretation of clustering structures.

4. Chapter 5 discusses a database clustering using GNP with feature selection and
representation of fuzzy database. This chapter is an expansion of chapter 4 that
aims for the improvement of clustering quality on high dimensional databases. Fea-
ture selection with fuzzy database is introduced in this chapter, where database
is examined and many fuzzy membership functions are generated to calculate at-
tribute relevancy. After the feature selection, attributes are grouped by considering
their relevancy in the clustering process. Then, rule extraction is performed by

GNP separately using each group of attributes.

5. Finally, chapter 6 makes conclusions to describe the main achievements of this

study in the optimization of database clustering and its additional problems.



Chapter 2

Evolutionary Rule Based
Clustering Using Combination of
Genetic Network Programming

and Knapsack Problem

2.1 Chapter Introduction

This chapter involves the implementation of genetic network programming (GNP)[16, 17]
and standard dynamic programming to solve the knapsack problem (KP)[29, 30] as
a decision support system for record clustering in distributed databases. Fragment
allocation with storage capacity limitation problem is a background of the proposed
method. The problem of storage capacity is to distribute sets of fragments into several
sites (clusters). Total amount of fragments in each site must not exceed the capacity of
site, while the distribution process must keep the relation (similarity) between fragments

within each site.

The objective is to distribute big data to certain sites with the limited amount of capac-
ities by considering the similarity of distributed data in each site. To solve this problem,
GNP is used to extract rules from big data by considering characteristics (value ranges)
of each attribute in a database. The proposed method also provides partial random rule
extraction method in GNP to discover frequent patterns in a database for improving the
clustering algorithm, especially for large data problems. The concept of KP is used to

distribute rules to each site by considering similarity (value) and data amount (weight)

13
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related to each rule to match the site capacities. Therefore, The proposed method pro-
vides a new clustering method with additional storage capacity problem. The clustering
performance is evaluated by the simulations using benchmark databases and compared

to conventional clustering algorithms.

This chapter is organized as follows. Section 2.2 describes a review of the proposed
framework, section 2.3 describes the detailed algorithm of the proposed framework,

section 2.4 shows the simulation results, and finally section 2.5 is devoted to conclusions.

2.2 Review of the Proposed Framework

KP is a combinational optimization problem dealing with a set of items, each with a
mass and a value, determining the number of each item to include in a collection so that
the total weight is less than or equal to the given limit and the total value is as large as

possible. KP is defined as follows.

n n
maximize S = ) v;z;, subject to
i=1 i=

w;x; S VV, (2.1)
1

where S = total value of the knapsack (site); ¢ = fragment number (1 < i < n); z; = the
number of fragments ; v; = value (similarity to the leader rule of the site) of fragment
i; w; = weight (data size) of fragment i; W = capacity of the site. By allowing each
fragment (item) to be added more than once to sites, this optimization can handle the

problem of replication [29, 31].

Knapsack problem in this study is solved by standard dynamic programming for 0/1
knapsack problem [32]. Let us define two dimensional array m[i,w] with row i and
column w. mi, w] shows the value of knapsack when considering items with item number

1,2,...,i— 1,4, and their total weight w. m[i,w] is calculated by Eq. 2.2.

mli, w] = ml[i — 1, w] if w; >W (2.2)

mli, w] = max(m[i — 1, w|, m[i — 1L, w —w;] + v;) if w; <W.

The first step is to calculate m[0, w], then m[1,w] is calculated based on the values of
m|[0,w]. The same process is repeated to calculate m[2, w], ..., m[n,w]. After finishing
calculating m[i, w], the maximum value among all m[n,w] (0 < w < W) is selected as a

solution of the problem.
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In this study, standard dynamic programming is applied to solve the KP to handle a
distribution of rules extracted by GNP to each site. Rules with high data coverage will
be the leaders of each site and KP will consider the similarity between the leader rules
and remaining rules (similarity is considered as a value of item (rule) in KP), and also
consider the coverage of rules (coverage is considered as weight in KP) to match with
site capacities. Therefore, the similar rules to a certain leader are basically put into the

same site.

The unique point of this study is to regard this problem as putting similar data into
the same servers, but not making the total amount of data exceed the storage capacity.
In other words, the similarity of data is regarded as the value of objects, and the data

frequency is regarded as the weight, which is the new idea that has never done before.

2.3 Literature review

The proposed method aims to realize rule based clustering, where GNP is used for
rule extraction that has been proposed in [16], then standard dynamic programming is
used to solve KP in the storage capacity problem of fragment allocation in distributed
databases that has been introduced in [33]. Introducing storage capacity problem to the
database clustering and introducing the concept of KP to solve the problem is one of the
unique points of the proposed method. Moreover, the proposed method provides partial
random feature selection in the rule extraction, which can discover frequent patterns of
attributes in a database and improve the clustering quality. With the above features,
the proposed method provides an automatic record clustering that aims to be a decision

support system for record clustering in distributed databases.

This study involves the implementation of genetic network programming (GNP) for data
mining and standard dynamic programming to solve the knapsack problem (KP) for the
rule based clustering. Introducing storage capacity problem to the database clustering
and introducing the concept of KP to solve the problem is one of the unique points of
the proposed method. Moreover, the proposed method provides partial random feature
selection in the rule extraction, which can discover frequent patterns of attributes in
a database and improve the clustering quality. With the above features, the proposed
method provides an automatic record clustering that aims to be a decision support

system for record clustering in distributed databases.

The current related literature about fragment allocation is [34]. The study presents
an approach which simultaneously makes data fragments vertically and allocates the

fragments to appropriate sites across the network. Bond Energy Algorithm (BEA) is
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applied with a better affinity measure that improves the quality of the generated clusters
of attributes. BEA can find good relations between attributes by discovering frequent
items between records in a database. The proposed method also discovers frequent
pattern sets to perform an automatic horizontal fragmentation or record clustering, not

a vertical fragmentation as proposed by this literature.

The current related clustering topic is an automated feature weight learning proposed
by [35]. This article presents and investigates a new variant of the fuzzy k-Modes
clustering algorithm for categorical data with automated feature weight learning. This
method automatically associates higher weights to features which are instrumental in
recognizing the clustering patterns of the data in the classical fuzzy k-Modes algorithm.
The proposed method in this chapter also discovers frequent pattern sets of features
(attributes) to improve the performance of clustering, which is explained in section
4.1.3, and moreover, the proposed method can deal with a storage capacity problem

that has not been solved in this literature.

Another related topic is evolutionary fine-tuning of automated semantic annotation sys-
tems proposed by [36]. The literature proposes a Parameter Tuning Architecture (PTA)
for automating the task of configuring parameter values of semantic annotation tools
with evolutionary computation. The similarity with the proposed method is the usage
of evolutionary computation to find the proper combinations of features for solving the
problem and use feature weight selection, but the problem of this literature, i.e., seman-
tic annotation, is different from the proposed method in this chapter, i.e., the target
problem of the proposed method is a record clustering with additional storage capacity

limitation problem.

2.4 Combination of GNP and Knapsack problem

The implementation for processing record clustering is separated into two parts: GNP

rule extraction and KP rule distribution.

2.4.1 GNP Rule Extraction

The node preparation for GNP rule extraction contains two phases: node definition and
node arrangement. In addition, two kinds of node arrangement methods are proposed:

one is full random arrangement and the other is partial random arrangement.
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TABLE 2.1: Example of Frequency Table of Price Attribute

x f xf

10 30 | 300
25 25 | 625
50 30 | 1500
80 140 | 11200
100 65 | 6500
150 20 | 3000
Total | 310 | 23125

Al | A2 I A3 ]

Price High

FIGURE 2.1: Node for judging attributes

2.4.1.1 Node Definition

The main purpose of node definition is to preparing judgment nodes that will be com-
bined to create rules. First step is to find the minimum and maximum values of each
attribute. For example, the minimum value of “price” attribute is 10 and the maximum
value is 150 in the database with 310 records. Then, a frequency table is created per
attribute as shown in Table 2.1. z shows the price of a product, and f shows how many
times the product with the same price is recorded in the database. For example, prod-
uct(s) with price z = 10 appeared 30 times. Then, mean value of (zf) is calculated by

Eq. 2.3.

of = 3t = 7460 (2.3)

To define nodes from Table 2.1, data should be divided equally based on the amount
of data. For example, three nodes could be created by dividing value range into three
ranges considering the occurrence frequency as shown in Fig. 2.1. In this example,
three ranges are: = = {10,25,50} (85 data), z = {80} (140 data) and = = {100,150}
(85 data). First node and third node contain more than one price because each single
record (10,25,50,100,150) does not have enough frequency to be defined as node. Mean

(H = 75.42) is used to measure the minimum coverage to become a node. Through the
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> Lo

big database Rule pool

GNP Rules Extractor

Extracted Rules

NE-0-0-0)

FIGURE 2.2: GNP rule extraction

measurement, the second node can be created from single record (z = {80}) because

f = 140 exceeds = f.

2.4.1.2 Node Arrangement : Full Random

The purpose of node arrangement is to select necessary nodes for efficiently extracting
a large number of rules. Full random method randomly selects nodes from the defined
nodes in section 2.4.1.1 and makes graph structures. From the created graph structures,
GNP extracts a large number of important rules and stores them in the rule pool (Fig.

2.2). The original framework of the rule extraction is described in [17] in detail.

After rules are extracted, GNP will measure the amount of coverage archived by the
rules. In this study, coverage of rule r means the number of records that match (covered
by) rule . If a rule covers at least one data, such rule is added to a rule pool, otherwise,
the rule is discarded. Rules with high coverage will be defined as elite rules and be the
leaders of each cluster (site) in KP process. Rule extraction process continues until all

the records in a database are covered.

To create a large number of good rules, crossover and mutation are executed.

Crossover: exchange one or more node(s) between parents to make new rules

Mutation: change one or more node(s) to make different combination of nodes
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Crossover is effective to switch weak nodes (nodes with less data frequency) of the
parents with strong nodes (nodes with more data frequency). Mutation is effective to

switch weak nodes of one individual to strong nodes.

2.4.1.3 Node Arrangement : Partial Random

Partial random method has two sequential processes of GNP the first process is to find
template rules and the second process is to execute general rule extraction of GNP
combined with the templates created in the first process. Templates are extracted to
obtain combinations of attributes that frequently happen in the database. Score of
template is calculated by Eq. 2.4, and the templates with high scores will be used in

the second process.

0if sup(t) =0
Score of template ¢t = (2.4)

10 * sup(t) + (neon(t) — 1) if sup(t) > 0

Contrary to the score of rule (Eq. 1.1) which gives more weight on the node length, the
score of template gives more weight on support as shown by Eq. 2.4. For example, the
scores of templates are shown in Table 1.4 where the results are relatively contrast to
the score of rules. A; A B; has the highest score of template although the node length
is just two. When A; A Bj is used as a template, partial random will be implemented

by randomizing remaining attributes such as C' and D.

In the template extraction process, only a few number of attributes are included in GNP
rule extraction. It aims to increase the possibility to get templates with high support.
For example, in “A. finding template” in Fig. 2.3, the combination of attribute A and D
is defined as a template as a result of the score calculation (Eq. 2.4). It will increase the
possibility to find good combinations with attribute A and D. In “B. rule extraction”,
the template and the remaining attributes, that is B and C', are considered. The rule

extraction process can obtain rules with longer length than the templates.

Table 2.2 shows a simple example of partial random for easy explanation. Each template
contains attribute A and D, and it is combined with the remaining attributes, that is B
and C. The generated rule of A3 A D3 A By A Cq obtains the highest score of rule (Eq.

1.1) because it has long rule length and high coverage.
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A. GNP to Find Templates B. GNP for Rule Extraction

FIGURE 2.3: Node Arrangement Optimization in GNP

TABLE 2.2: Example of combination of templates with remaining attributes

Template | Remaining attributes | Coverage | Score of rule
Ay A D3 By N Oy 0 0

Ay N Dg Bs A Cy 10 40.4

A1 N D3 Bs 24 34.5

Az A Ds B A Oy 14 40.5

2.4.2 Rule Distribution based on the standard dynamic programming

for solving Knapsack Problem

After all the records in a database are covered by rules extracted by GNP, standard
dynamic programming for solving KP problem is used to distribute rules to several
sites. Rules with high coverage (elite) become the leaders of each site, then application
considers the similarity of the remaining rules to the leader rules (value) and coverage of
the rules (weight) are considered to distribute the remaining rules to the sites. Similarity

of remaining rule to the leader rules is calculated by Eq. 2.5.

J— N"Lu Cl( 77’ )
S(Tl,Tg) - ]Waz{Nantet(;“l)T,lNaznze(?“z)} (25)

S(r1,7r2) : similarity between rule r1 and rao, Npgeen(r1,72) : the number of matched
attributes between 7 and 9, Nanee(r) (r € {ri,72}) : the number of attributes in rule

T.

Max{Nante(r1), Nante(r2) } means that longer rule length becomes a divider to the num-

ber of matched attributes between two rules (Njaten(r1,72)). When the longer rule
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TABLE 2.3: Example of similarity calculation between leader and remaining rules

Rule A B C D | Npaten(r1,72) | S(r1,72)
Leader Al Bg Cg - - -
1 *A1 | By | Oy | *Dg 2 2/4
2 Ay | *Bsg | *Cy | *Dy 3 3/4
3 *Ay | By | *Cy - 2 2/3

* . matched attribute

includes attributes that are not contained in the shorter rule, those attributes are as-

sumed to be matched. Examples of similarity calculation are shown in Table 2.3. From

Table 2.3,

rule 2 shows the highest similarity to the leader. The leader rule does not

have attribute D, so every attribute D in the remaining rules is assumed to be matched.

2.4.3 Complexity Analysis

The main processes of the proposed method with their complexity analysis are explained

as follows :

1. Rule extraction part

(a)

Node definition : This process prepares judgment nodes that will be combined
to create rules. Complexity in this process is related to the number of data
and attributes. The large number of attributes affects the number of nodes
to be defined. The large number of data affects the complexity of creating a

frequency table per attribute.

Node arrangement : This process selects necessary nodes for efficiently ex-
tracting a large number of rules. Complexity in this process is related to the
number of attributes. The large number of attributes affects the number of
possible combinations of attributes that could be extracted. Rule extraction
process continues until all the data in a database are covered, therefore, the
large number of possible combinations requires more iterations to cover all
the data. To efficiently dealing with this complexity, partial random method
is designed to hold the frequent patterns with high coverage to be used in

next iteration.

Extracted rules measurement : This process measures the coverage archived
by the extracted rules. Complexity in this process is related to the number of
data. The large number of data affects the number of measurement process

of each rule.
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2. Rule distribution part: Standard dynamic programming is used to solve the KP
problem. that is, the extracted rules are distributed to several clusters with the
consideration of the similarity between rules (value) and coverage of the rules
(weight). Each cluster cannot store all the rules when the sum of the coverage of
the rules exceeds the storage limitation. Complexity in this process is related to
the number of rules and clusters, and the storage limitations of each cluster. The
large number rules increases the complexity by increasing the possible combina-
tions of the rule distribution, while the large number of clusters and small storage
limitations also increase the complexity by compounding the several purposes of

distribution process.

Basically, the proposed method takes more time to complete making clusters than the
conventional clustering methods because it require more time for initialization and evo-
lutionary process. However, the proposed method can extract rules from huge databases
in a practical time, which is the advantage over the conventional rule extraction method,
e.g., Apriori method. In addition, the proposed method can stop extracting rules at any
time (any generation) when sufficient number of rules are obtained. This flexibility is

also the advantage of the proposed method.

2.5 Simulations

First, full random and partial random methods in the rule extraction of GNP are com-
pared. Then, knapsack rule distribution is carried out and its results are compared with

other five methods.

The six datasets are downloaded from UCI machine learning repository (shown in Table
2.4) for the comparison, and the clustering performance is evaluated by both Silhouette
value and accuracy rate. For the clustering performance evaluation, this study uses the
benchmark datasets with the predefined number of clusters. In real world problems, the

number of clusters is unknown, so it will be the important future study.

2.5.1 Simulations of GNP Rule Extraction

The simulations of GNP rule extraction are separated into the comparisons of crossover
and mutation rate to obtain optimal parameter setting and the comparison of node

arrangement methods.
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TABLE 2.4: UCI database

Attribute | Classes | Samples | Data Type
Wine Quality 12 2 4898 Real
Car Evaluation 6 4 1728 Int
Image Segmentation 19 7 2100 Int, Real
Shuttle 9 7 54600 Int
Covertype 54 8 581012 Int
Yeast 8 10 1484 Real

Crossover rate | Average Score of Rules | Iteration
0.01 20.31 28
0.05 20.29 25
0.1 20.24 23
0.2 20.12 23
0.5 19.78 22

TABLE 2.5: Comparison of Cross over Rate

TABLE 2.6: Comparison of Mutation Rate

Mutation rate | Average Score of Rules | Iteration
0.01 20.29 28
0.05 20.13 26
0.1 19.98 24
0.2 18.45 20
0.5 14.34 18
2.5.1.1 Comparison of Crossover and Mutation Rate

The main parameters of the proposed method that influences the quality of the extracted
rules and iteration time are crossover rate and mutation rate. Therefore, we have added
comparisons of several parameter settings of crossover rate and mutation rate using the

databases with three attributes and 1000 samples.

Table 2.5 shows the average score of rules and iterations needed to cover all the data
when the crossover rate is set at several values. Table 2.5 shows that the increment of
the crossover rate slightly reduces the iteration time, and decreases the average score of
rules. In this chapter, the crossover rate 0.01 is used to obtain the best average score of
rules although the iteration time increases a little. However, the average score of rules
does not depend on the crossover rate so much, thus the performance of the proposed

method can be stable.
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TABLE 2.7: Results of GNP rule extraction with full randomization in six databases

Dataset Full Random Partial Random
Rule Length | Silhouette | Rule Length | Silhouette

Wine Quality 3.821 0.223 4.233 0.241
Car Evaluation 4.564 0.799 5.1 0.812
Image Segmentation | 7.632 0.301 9.333 0.305
Shuttle 3.125 0.328 3.2 0.352
Covertype 5.833 -0.195 12.123 -0.125
Yeast 4.65 0.758 4.75 0.788

Table 2.6 shows the same comparison as Table 2.5 when the mutation rate is set at
several values. Table 2.6 shows that the increment of the mutation rate has more effect
on the reduction of iteration time and decrease of the average score of rules than the
crossover rate. In evolutionary computation, mutation rate is generally set between 0.01
and 0.1, and 0.5 is a too large value. In this sense, if the mutation rate is set between
0.01 and 0.1, the influence of the parameter setting on the average score of rules is not
large. From this comparison, we decided to use 0.01 as the mutation rate to obtain the

best average score of rules although it slightly increases the iteration time.

2.5.1.2 Comparison of Node Arrangement Methods

The comparison of the results between two node arrangement methods, that is, full
randomization and partial randomization, is shown in Table 2.7. The comparison of the
results between two node arrangement methods, that is, full randomization and partial
randomization, is shown in Table 2. Six databases from UCI are used for the compari-
son. The performance evaluation is executed to compare the mean rule length and the
silhouette value. When the number of attributes of dataset is increased, the number of
mean rule length doesn’t always shows same increments because of frequent patterns
in database doesn’t always covers many attributes. However, comparing the mean rule
length obtained by full randomization and partial randomization, partial randomization
shows better results, i.e., longer frequent feature combination are extracted. Rules are
extracted until all the records in the dataset are covered, but the records that have been
already covered will not be re-included. The significant difference between full random
and partial random is in the average node length where partial random basically shows
longer length. By finding frequent item-set (template), partial random basically extracts
larger number of longer rules than full random. therefore, silhouette values that obtained
by partial random show better results in every dataset. Longer rule length effect to more
similarity of multidimensional pattern distribution contained within cluster, which in-
crease silhouette values. From the next section, partial random method is used in the

simulations.
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TABLE 2.8: Comparison of knapsack rule distribution with dataset “wine quality”

condition # | Number of clusters | Balance Silhouette
1(original) 2 1599:4898 0.252
2 2 3249:3248 0.238
3 4 800:799:2449:2449 0.342
4 4 1625:1624:1624:1624 0.326
5 6 533:533:533:1633:1633:1632 0.409
6 6 1083:1083:1083:1083:1083:1082 | 0.393

*Balance : Balance of cluster capacity(the number of data in each cluster)
2.5.2 Knapsack Rule Distribution

In this simulation, it is supposed that the server speck is limited and the storage capacity
is different in each server. The clustering results using dataset “wine quality” under six
conditions are shown in Table 2.8. “Balance of cluster capacity” shows the proportion
of capacity of each site First row (condition 1) shows the original number of clusters
and the distribution of data in each cluster. Condition 2 shows the same number of
clusters, but the capacity of the clusters is changed to the same. condition 2 shows
lower silhouette value than condition 1 because the data distribution is unmatched with
the original cluster distribution of the database. Condition 3 shows that each cluster of
condition 1 is divided equally into two clusters (totally four clusters). Condition 3 shows
better silhouette than condition 1 and 2 because it is easier for larger number of clusters
to maintain similarity. Condition 4 shows that the database is divided equally into
four clusters. Condition 4 shows lower silhouette than condition 3 because of the same
reason to the comparison between condition 1 ad 2. More conditions with six clusters
are examined in condition 5 and 6, where condition 5 shows the best results among
the six conditions. From the simulation results, it can be found that larger number of

clusters and following the original cluster distribution obtain better silhouette.

2.5.3 Comparison with other methods

The five methods for the comparisons with the proposed method are K-means [37],
Hierarchical Clustering [38], Fuzzy C means [39], Order-constrained solution in K-means
Clustering (OCKM) [40] and K Affinity Propagation [41]. All the methods used in the
comparisons are unsupervised clustering methods and use the euclidean distance as a
distance metric except hierarchical clustering. The parameter setting of each method is

determined as described below :

1. K-means : euclidean distance is used as the distance metric. the value of k is set

as the number of classes of each database.
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TABLE 2.9: Methods comparison with silhouette evaluation

Methods Comparison with Silhouette
OCKC | KAP | FCM | K-means | HC GNP | mean
Wine Quality 0.172 0.182 | 0.227 0.123 0.224 | 0.241* | 0.195
Car Evaluation | 0.795 | 0.789 | 0.809 0.801 0.752 | 0.812* | 0.793
Segmentation 0.234 | 0.265 | 0.303 0.253 0.296 | 0.305* | 0.276

database

Shuttle 0.324 | 0.314 | 0.398* 0.312 0.354 | 0.352 | 0.342

Covertype -0.214 | -0.453 | -0.167 | -0.254 | -0.346 | -0.125* | -0.260
Yeast 0.634 | 0.622 | 0.779 0.626 0.786 | 0.788* | 0.706
mean 0.324 | 0.287 | 0.392 0.310 0.344 | 0.396*

TABLE 2.10: Methods comparison with accuracy rate evaluation

Methods Comparison with Accuracy Rate
OCKC | KAP | FCM | K-means | HC | GNP | mean

database

Wine Quality 0.642 | 0.613 | 0.786 0.771 0.695 | 0.787* | 0.716

Car Evaluation | 0.689 | 0.678 | 0.699 0.701 0.698 | 0.701* | 0.694

Segmentation 0.678 | 0.724 | 0.776 0.725 0.712 | 0.792* | 0.735

Shuttle 0.812 | 0.787 | 0.864* 0.839 0.818 | 0.824 | 0.824

Covertype 0.675 | 0.646 | 0.705 0.676 0.622 | 0.708* | 0.672
Yeast 0.667 | 0.704 | 0.812 0.692 0.801 | 0.856* | 0.755
mean 0.694 | 0.692 | 0.774 0.734 0.724 | 0.778*

2. Hierarchical Clustering : agglomerative is used as the hierarchy strategy and single
linkage is used as a clustering method. The clustering procedure finishes when the

number of groups reaches the number of classes of each database.

3. Fuzzy C means : Minimum improvement of the fuzzifier m which determines the
level of cluster fuzziness is set at 1.0¥*10-5. The value of k is set as the number of

classes of each database.

4. Order-constrained solution in K-means Clustering (OCKM) : euclidean distance is
used as the distance metric and recursive dynamic programming strategy is used
to improve the clustering quality. The value of k is set as the number of classes of

each database.

5. K Affinity Propagation : euclidean distance is used as the distance metric and
affinity propagation is used to improve the clustering quality. The value of k is set

as the number of classes of each database.

6. Proposed method: The main parameters of the proposed method are crossover
rate and mutation rate, and these parameters are determined based on the results

in Table 2.5 and 2.6 where several settings of crossover rates and mutation rates
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are evaluated in terms of the average score of rules and the iterations needed to

cover all the data.

In addition, we have added an accuracy rate as another clustering performance metric
whose results for the six data-sets are shown in Table 2.10. Accuracy rate is a common
measure used to evaluate how well clustering algorithms perform on a database with a
known structure. Accuracy rate shows different result from silhouette depending on the

database.

Table 2.9 shows the evaluation result with silhouette and Table 2.10 shows the evaluation
result with accuracy rate. Star marks (*) on the side of the results in both tables indicate
the best results in each row (database). The proposed method shows the highest average
result followed by FCM, HC and K-means, which is shown in the last row of Table 2.9
and 2.10. In both Table 2.9 and 2.10, the proposed method also shows better clustering
results in five out of total six databases. The proposed method only loses against FCM
and K-means for “shuttle” database. Structure of “shuttle” database, shown in Table
2.4, does not show straight pattern to describe why the proposed method loses against
FCM and K-means, but Table 2.10 shows that mean accuracy rate of all the methods
(last column of Table 2.10) for “shuttle” database is the highest (0.824), that is, FCM
and K-means show better clustering results for the database that is relatively easy to

make clusters comparing to other databases.

Here, pay attention to the last column of Table 2.9 and 2.10 showing the mean accuracy
rate of all the methods. For example, in Table 2.9, “covertype” database shows very
low silhouette value which reaches -0.26, but its average accuracy rate in Table 2.10 is
0.672. In this case, “Covertype” database has the largest number of attributes (54).
Silhouette value is very sensitive to the data variation, thus the mean silhouette value
of all the methods become lower than other cases (datasets). The similar results are
also shown for “wine quality” and “image segmentation” databases. By analyzing such
results in Table 2.9, we can find that the large number of attributes tends to decrease the
silhouette value because it increases the complexity of attribute combinations, while the
large number of classes increases silhouette values because it becomes easier for many
clusters to maintain data similarity, in other words, it is difficult for a few clusters to

clearly separate many kinds of data fragments.

2.5.3.1 Silhouette values obtained for different numbers of clusters

Generally in clustering problems, the number of clusters is unknown. Therefore, in this
simulation, the clustering performance is evaluated when the number of clusters is set

at several values.
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TABLE 2.11: Comparison of silhouette result using dataset “wine quality” with different
clusters setting

Silhouette .
Number of clusters OCKC [ KADP TECM | Komeans T TC GND Difference*
2 (Original) 0.172 0.182 | 0.227 | 0.123 0.224 | 0.237* | 0.051
4 0.204 0.214 | 0.264 | 0.243 0.302 | 0.342*% | 0.097
6 0.302 0.312 | 0.324 | 0.312 0.352 | 0.404* | 0.084
means 0.226 0.236 | 0.272 | 0.226 0.293 | 0.328 | 0.077

* Difference of silhouette values between GNP and the mean of the conventional methods

TABLE 2.12: Comparison of silhouette result with dataset “shuttle”

Silhouette .
Number of clusters OCKC TRAP TEFCM T Komeans T TC GNP Difference
2 0.098 0.132 | 0.152 | 0.133 0.197 | 0.202* | 0.06
4 0.233 0.231 | 0.246 | 0.233 0.287 | 0.312* | 0.066
7(Original) 0.324 0.314 | 0.398* | 0.312 0.354 | 0.352 | 0.012
means 0.218 0.226 | 0.265 | 0.226 0.279 | 0.289* | 0.046

* Difference of silhouette values between GNP and the mean of the conventional methods

Table 2.11 and 2.12 show the comparison of silhouette values among GNP and con-
ventional clustering methods using dataset “wine quality” and “shuttle” with several
settings of the numbers of clusters, respectively. The proposed method executes clus-
tering under the condition of equal capacity limit for each cluster, i.e., the capacity of
each cluster is (the total number of data) / (the number of clusters). The conventional

methods only aim to create the predefined number of clusters without capacity limit.

Table 2.11 shows the comparison of silhouette values using “wine quality” dataset with
several settings of the number of clusters, i.e., two (original number of clusters), four
and six. Table 2.11 shows that the increment of the number of clusters increases the
silhouette values of all methods. The proposed method shows the highest mean silhouette
value followed by HC, FCM and KAP, which is shown in the last row of Table 2.11. The
proposed method shows better results in all of the settings of clusters. The last column
shows the difference of silhouette values between the proposed method and the mean of
the conventional methods, where the proposed method shows better results in all the

three settings.

Table 2.12 shows the comparison of silhouette values using “shuttle” dataset with several
settings of the number of clusters, i.e., seven (original number of clusters), four, two.
Table 2.12 shows decrement of the number of clusters decreases the silhouette values of all
methods. The proposed method shows the highest meanvalue followed by HC, FCM and
KAP/K-means (same average results), which is shown in the last row of Table 2.12. The
proposed method shows better results except for the original setting (7 cluster)where

FCM and HC are better. The last column shows the difference of silhouette values
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TABLE 2.13: Comparison of silhouette result of the proposed method without capacity
limitation for GNP

Methods Comparison with Silhouette
OCKC | KAP | FCM | K-means | HC GNP

database Difference*

Wine Quality 0.172 0.182 | 0.227 | 0.123 0.224 | 0.278* | 0.092

Car Evaluation | 0.795 0.789 | 0.809 0.801 0.752 | 0.825* | 0.036

Segmentation 0.234 0.265 | 0.303 | 0.253 0.296 | 0.348* | 0.078

Shuttle 0.324 0.314 | 0.398* | 0.312 0.354 | 0.372 0.032
Covertype -0.214 | -0.453 | -0.167 | -0.254 -0.346 | -0.105* | 0.182
Yeast 0.634 0.622 [ 0.779 | 0.626 0.786 | 0.793* | 0.104
mean 0.324 0.287 [ 0.392 | 0.31 0.344 | 0.419 0.087

*Difference of silhouette values between GNP and the mean of the conventional methods

between the proposed method and the mean of the conventional methods. Although
the proposed method does not show the best value for the original setting among the
six methods, the proposed method still shows positive difference to the mean of the

conventional methods (0.012).

Both results of table 2.11 and 2.12 shows the proposed method has an ability to keep
clustering quality for different numbers of cluster than the other methods. This ability is
useful for problems in database management systems such as limited number of storage
media (server), which is not always the same as the original number of clusters. The
ability of handling capacity limitation is also useful for keeping load balance of each

storage media which deals with the same amount of data access.

2.5.3.2 Comparison of silhouette values between the proposed method with-

out capacity limitation and conventional clustering methods

Table 2.13 shows the comparison of silhouette values between the proposed method
without capacity limitation and conventional clustering methods. The proposed method
shows the highest mean value followed by FCM, HC and K-means, which is shown in the
last row of Table 2.13. The proposed method shows better results except for “shuttle”
dataset, where FCM is better than GNP (however, in this simulation, GNP is better
than HC unlike Table 2.9). The last column shows the difference between GNP and the
mean of other methods. Although the proposed method does not show the best result
for “shuttle” dataset, the proposed method still shows positive difference from the mean

of the conventional methods (0.032).
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2.6 Summary

This chapter proposes a novel clustering method combining Genetic Network Program-
ming and Knapsack Problem to handle record clustering with additional storage capacity
problem that is compatible with big data with large number of attributes, records and
clusters. The proposed method can find good combinations of attributes to create rules
for clustering, and also consider the capacity of sites to distribute rules. The cluster-
ing performance is evaluated with six datasets downloaded from UCI machine learning
repository and the best average results comparing to other five conventional clustering
algorithms are achieved. However, the proposed method is less suitable for online pro-
cessing because of the evolution time to obtain good rules. The proposed method is
suitable for an offline processing that requires the optimal results than processing time.
Therefore, in Chapter 3, the proposed method is extended to execute online processes

of data clustering.



Chapter 3

On-line Rule Updating of
Evolutionary Rule Based

Clustering

3.1 Chapter Introduction

In this chapter, database cluster method using GNP with on-line rule based clustering is
proposed. In the proposed system, an on-line algorithm is utilized to maintain the cluster
adaptability against several unbalanced data growth. For example, the unbalanced data
growth occurs when different kinds of items (data) comparing to the items stored in the
current database begin to be stored as the time goes on (the trend of data is changed).
This chapter is organized as follows. Section 3.2 escribes a review of the proposed
method, section 3.3 describes the on-line rule updating system, section 3.4 shows the

simulation results, and finally section 3.5 is devoted to conclusions.

3.2 Management of Distributed Database

3.2.1 Structure of GNP

Basically, GNP used in this chapter is similar to that used in chapter 2. But in this
chapter, a start node to represent the start positions of the node transition is added, while
in chapter 2, the start positions are determined by processing nodes. The processing

nodes have a different function from chapter 2, that is, the processing nodes represent
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FIGURE 3.1: Cluster Mapping

FiGURE 3.2: GNP Implementation on Cluster Optimization.

the cluster numbers to which rules are assigned. Therefore, the structure of GNP in this

chapter can be summarized as follows.

A graph structure of GNP consists of three kinds of nodes: start nodes, judgment nodes
and processing nodes. Start nodes represent the start positions of the node transition;

judgment nodes represent attributes to be examined in a database; and processing nodes



Chapter 3. On-line Rule Updating System Using Fvolutionary Computation for
Managing Distributed Database 33

TABLE 3.1: Gene Structure of GNP Corresponding to the Program

i | NT; | A; | R; C;
1 1 0] 0 4
2 1 0] 0 7
3 1 0] 0 9
4 2 Al )
5 2 Al 2 6
6 2 B|1 7
7 2 D| 2| 812
8 2 C | 2| 513
9 2 Cc |1 10
10 2 D |1 |11,15
11 2 B | 3| 4,14
12 3 1 1 0
13 3 2 1 0
14 3 3| 2 0
15 3 4 | 2 0

TABLE 3.2: Example of Rule Extraction for Cluster Optimization

Start | Rules Support | Proc | Optimization
Al AN Bl 3 - -
1 Ai AN By A Dg 1 P Add rule to cluster 1
AITANBIANDyANCy | 1 b Add rule to cluster 2
Do N Cy 2 b Add rule to cluster 2
2 Do ANCoy N Ag 1 - -
Do ANCyNA3ANBy | 0 - -
Ci1 N Dy 2 Py Remove rule from cluster 3
3 Ci1ANDy N Bs 1 Py Remove rule from cluster 4
CiyANDiANBsNAL |1 - -

Start : Start Node; Rules : Extracted Rules; Proc : Processing Node.

represents the cluster numbers to which rules are assigned. The node preparation for
GNP rule extraction contains two phases as the same as chapter 2: node definition
and node arrangement. In node arrangement, the template creation and rule extraction

combining templates are executed.

3.3 An On-line Rule Updating System

GNP is used to extract rules from a dataset by analyzing all the records. Phenotype
and genotype structures of GNP are described in Fig. 3.2 and Table 3.1, respectively.

In Fig. 3.2, each node has its own node number ¢ (1-15), and in Table 3.1, the node
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information of each node number is described. The program size depends on the number

of nodes, which affects the amount of rules created by the program.

1. Start nodes (rectangle) represent the start points of the sequences of judgment
nodes which are executed sequentially according to their connections. Multiple

placements of start nodes will allow one individual to extract a variety of rules.

2. Judgment nodes (hexagon) represent attributes of the database which are repre-
sented by A; (in Table 3.1) showing an index of attribute such as price, stock, etc.,
and R; showing a range index of attribute A;. For example, A; = A represents
price attribute, and R; = 1 represents value range [0.50] and R; = 2 represents

value range [51,80].

3. Processing nodes (round) show the end points of the sequences of judgment nodes
and processes the rule updating in a cluster whose cluster number is described as

A; in the processing node.

R; shows the function of the rule updating, that is, R; = 1 means adding the rule, and
R; = 2 means removing the rule. For example, P; in Fig. 3.2 (node number i = 12 in
Table 3.1) processes an addition of extracted rules to cluster number 1. The sequences
of nodes starting from each start node (51,592,53) are represented by dotted lines a, b
and c. A node sequence flows until support for the next combination of the judgment
node (attribute) does not satisfy the threshold. In the node sequence, if the nodes with
the attributes that have already appeared in the previous node sequence appear again,

the nodes will be skipped.

Candidate rules extracted by the program of Fig. 3.2 are shown in Table 3.2. Table
3.2 shows rule updating is only executed when last judgment node of extracted rules
connected to processing nodes. For example, from start node 1, D; of second rule
A1 A By A Dy connected to P;. Its means newly extracted rule A; A By A Do will
processed with optimization of P; which is “Add rule to cluster 17. Also Cy of third
rule A1 A By A Dy A Cy connected to P,, which have different optimization “Add rule
to cluster 2”. Placement of the start nodes and processing node also creates variety of

optimization to extracted rules.
To create a large number of good rules and optimizations, crossover and mutation are

executed.

Crossover: exchange one or more node(s) between parents to make new rules, including

placement of the start node(s) and processing node(s).
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FIGURE 3.3: Example of The Silhouette Values

Mutation: change one or more node(s) to make different combination of nodes, includ-

ing placement of the start node(s) and function of processing node(s).

Crossover is effective to switch weak nodes (nodes with less improvement to clusters
quality) of the parents with strong nodes (nodes with more improvement to clusters
quality). Mutation is effective to switch weak nodes of one individual to strong (more

functional as improvement to clusters quality) nodes.

When updating rules in each cluster, it is important to find attributes that are not
matched with the latest data. Therefore, the attributes to be considered in the rule
updating are determined by the following procedure. Fig. 3.3 shows an example of the
Silhouette values of each data belonging to each cluster. In Fig. 3.3, threshold is set at
0.5, and only the attributes of data with Silhouette values under 0.5 will be selected for
the attributes of the judgment nodes in the rule updating process. The process to select

attributes using silhouette for rule updating are described as follows.

1. Using the current clustering result, silhouette values of each data is calculated

2. Find data whose silhouette values are less than the threshold.

3. The attributes contained in the data found in step 2 are selected for rule updating.
The meaning of the above step is that the attributes that are not suitable for the current

cluster structure are considered to re-create rules.

In summary, the proposed method consists of two processes:
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FIGURE 3.4: Flowchart of Proposed Method.

1. Main rule extraction process. which is a standard rule extraction with GNP con-
sidering all the attributes in a database. This process is executed to make initial

clusters for the initial database;

2. Rule updating process, which is executed for only the attributes that have lower
silhouette values than the threshold. This process is repeated until good average

value of silhouette (cluster quality) is obtained.

The flowchart of the above processes is shown in Fig. 3.4.

3.4 Simulations

Two kinds of simulations were carried out:
Simulation I: Comparison of silhouette values between different rule updating frequen-
cles;

Simulation II: Comparison of silhouette values and iterations between different setting
of thresholds.
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TABLE 3.3: Comparison of Simulation Results between Various Rule Updating Fre-

quency
Silhouette values
Step | Data Inc/Dec - 1000 3000 1000
1 1000 (Default) | - 0.967 | 0.967 | 0.967 | 0.967
2 2000 1000 0.945 | 0.965*% | 0.944 | 0.947
3 3000 1000 0.902 | 0.923* | 0.915* | 0.899
4 4000 1000 0.892 | 0.935* | 0.902 | 0.895
5 5000 1000 0.882 | 0.912*% | 0.909* | 0.903*
6 6000 1000 0.812 | 0.902* | 0.897 | 0.887
7 5000 -1000 0.787 | 0.892* | 0.901* | 0.821
8 4000 -1000 0.765 | 0.901* | 0.888 | 0.797
9 3000 -1000 0.723 | 0.912* | 0.892* | 0.815*
10 2000 -1000 0.698 | 0.909* | 0.879 | 0.802
Average | 0.832 | 0.938 | 0.923 | 0.885

3.4.1 Simulation Database

The initial database used in the simulations contains 1000 data with eight attributes.
The database is created by randomly determining the attribute values in the fixed ranges
of each attribute. For example, attribute 1 has an integer value between 1 and 10, while
attribute 2 has a value between 1000 and 2000. To evaluate the adaptability of the
proposed method, the number of data will be increased by adding randomly generated

data or decreased by deleting data selected randomly.

3.4.2 Comparison of Silhouette Values between Different Rule Updat-

ing Frequencies

The first simulation focuses on verifying the cluster adaptability against several unbal-
anced data growth of the database, where cluster adaptability is evaluated by silhouette

values. Unbalanced data growth of database defined as follows :

1. High number of new data patterns that didn’t match correctly with stored rules
in cluster which data have been added. This case happen commonly because
ambiguous definition rules, which usually come from short rules or rules that only
define short combination of attributes. In this case new addition of rules are

required.

2. Stored rules that no longer have a relevant support for data in cluster because
data have been deleted or moved to another cluster (for capacity problem). For

this case the rules with low relevancy should deleted or moved to other cluster.
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The adaptability is evaluated in terms of the following two points:

1. The number of data in the database is changing as the time goes on. The initial
number of data is 1000, then every time step, 1000 new data is added to the
database. After the number of data reaches 6000, 1000 data is decreased every

time step;

2. The rule updating is executed every after the predefined number of new data are
given to the database (the predefined number is called "rule updating frequency”).
For example, if the rule updating frequency is 1000, the rule updating is executed

every increments or decrements of 1000 data.

The comparisons of the simulation results were carried out between four settings, i.e.,
the proposed method with rule updating frequency of 1000, 2000 and 4000, and the
clustering method of standard GNP without on-line rule updating.

The silhouette values obtained by the four methods are shown in Table 3.3, and its
graphical representation is shown in Fig. 3.5. Star marks (*) on the side of silhouette
values indicate the times when the rule updating is carried out. In the case of the rule
updating frequency of 4000, the increment of silhouette values in step 5 and 9 can be
observed, which means that the rule updating is effectively carried out. The best results
are obtained by the rule updating frequency of 1000, where silhouette values are stable
with relatively high level compared to other frequency parameters. In step 3, although
the rule updating is carried out by rule update frequency 1000 and 2000, the silhouette

values decreases, because the degree of the data change is relatively large in this step.

3.4.3 Comparison of the Iterations between Different Setting of Thresh-
olds

The second simulation focuses on the comparing of the iteration time and silhouette
values between different settings of thresholds for several unbalanced data growth of the
dataset. Iteration time in this simulation means the number of individuals generated to
cover all the data in the evolution for the rule updating. Lower iteration time is required
to minimize hardware resource usage, so on-line processing in this chapter means that the
re-organizing the clusters can be executed in less iteration time than the method without
on-line rule updating. database used in the simulations has 1000 data with 8 attributes.
The adaptability is evaluated in terms of the following two points. 1) The number of
data in the database is changed as the time goes on. The initial number of data is 1000,

then every time step, 1000 new data is added to the database. 2) Several settings of
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TABLE 3.4: Comparison of Silhouette Values and Iteration between Different Setting

of Threshold.

Iteration for each threshold of Silhouette value
Step | Data Inc | 0.85 0.7 0.5 1

Sil Iter | Sil Iter | Sil Iter | Sil Tter
1 1000 (Default) | - 0.971 | 153 | 0.971 | 153 | 0.971 | 153 | 0.971 | 153
2 2000 1000 | 0.945 | 165 | 0.935 | 53 | 0.923 | 45 | 0.912 | 15
3 3000 1000 |1 0.902 | 201 | 0.913 | 65 | 0.902 | 53 | 0.895 | 8
4 4000 1000 | 0.905 | 265 | 0.907 | 89 | 0.873 | 75 | 0.846 | 11
5 5000 1000 | 0.902 | 354 | 0.913 | 102 | 0.851 | 89 | 0.802 | 9
6 6000 1000 | 0.878 | 402 | 0.837 | 112 | 0.898 | 99 | 0.816 | 12

Average | 0.924 | 278 | 0.905 | 133 | 0.935 | 126 | 0.893 | 83
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FIGURE 3.5: Comparison of Silhouette Values between Different Rule Updating Fre-
quencies.

thresholds for selecting attributes are analyzed. In this case, the silhouette values of
each attribute with the current rules in the cluster is calculated, and if the silhouette
values are lower than the minimum value, i.e., a threshold, the attributes showing the
lower silhouette values are included in the rule updating process. For example, if the
threshold is 0.5, the attributes with silhouette values being lower than 0.5 will be added
to the rule updating process. Higher threshold increases the number of attributes to be
reanalyzed in the rule updating process, which would increase the iteration times. The
comparisons of the simulation results are carried out between four settings of thresholds,
i.e., the proposed method with the threshold of 0.5, 0.7, 0.85, and 1.0. The threshold
1.0 means that all attributes will be added to the rule updating process.
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The silhouette values and iteration times obtained by the four settings of thresholds are
shown in Table 5.6, and its graphical representation is shown in Fig. 3.6. The setting of
0.7 shows the best average silhouette that is slightly better than the higher threshold of
1.0 and 0.85. This result shows that the higher thresholds do not always have better re-
clustering results. This kind of situations are caused when more attributes are contained
in the rule updating process, that is, the possibility to ruin the placement of data, that
have been already optimized in the clusters, would increase. Threshold setting of 0.5
has the lowest average silhouette value. This is because the small number of attributes
contained in the rule updating process also does not sufficiently optimize the cluster
quality. On the other hand, in the comparison of the iteration time, the lowest threshold
setting of 0.5 results in the lowest iteration time, and the highest threshold setting of 1.0
results in the highest iteration time. Higher thresholds tend to include more attributes in
the rule updating, which will require more iteration times to process many attributes. So
when we use the proposed on-line clustering mechanism, the balance between the cluster

quality (silhouette values) and the iteration times need to be determined appropriately.

3.5 Summary

This chapter proposed a new on-line rule updating system for maintaining the cluster
quality of distributed database with unbalanced data growth. The simulation results of
the proposed method showed the better clustering results and iteration time comparing

to GNP rule-based clustering without on-line adaptation. Addition of rule optimization
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task to GNP structure optimize clustering process without re-process database clustering
from beginning, which is suitable as decision support for distributed database manage-
ment system maintenance. To improve feature representation of database and clustering
quality, in next chapter combination with fuzzy object oriented database (FOOD) will
be proposed.



Chapter 4

Evolutionary Rule Based
Clustering Using Fuzzy Object
Oriented Database Models

4.1 Introduction

In the previous chapters, several methods of evolutionary rule based clustering using
GNP have been proposed. However, the methods are based on the crisp dataset, that
is, describe attributes only with separated ranges, so there are limitation in feature
representation problems, for example sharp boundary problem which means no detail
of distance between value in same ranges. In this problem minimum and maximum
ranges in data separation represented as same quality in rule definition. For example,
when judgment node defines price between 100 and 500, minimum (100) and maximum
(500) have a same quality as support for this judgment node’s definition. To solve
such problems, database clustering using GNP with the advantages of fuzzy object
oriented database (FOOD) modeling is proposed in this chapter. The main purpose of
the proposed method is to provide additional mechanisms to database clustering systems,
that is, a data mining algorithm for extracting fuzzy rules, and building clusters based

on the extracted fuzzy rules.

This chapter is organized as follows. Section 4.2 describes a review of the proposed
framework, section 4.3 describes the details of the proposed framework, section 4.4 shows

the simulation results, and finally section 4.5 is devoted to summary of this chapter.
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4.2 Review of the Proposed Framework

Adoption of FOOD model to GNP rule extraction process can increase the clustering
quality and interpretation of clustering structures. Fig. 5.1 shows the schema of the
fuzzy rule extraction. Fig. 5.1 describes the interaction between three components
which are database, GNP rule extraction and FOOD. GNP examines a given database
and creates a FOOD model containing classes, variables and terms. The detailed process
of GNP rule extraction is explained in section 5.3.2 — 5.3.3. After creating the FOOD
model, finally, the clustering of the original database is executed by the rule-based
clustering, where a similarity measurement on the extracted fuzzy rules has an important

role (which is explained in section 5.3.4).

Basically the structure of GNP in this chapter is similar to that in chapter 2. However,
the different point of the proposed method in this chapter is that the rules created by
GNP represent terms in FOOD model. In addition, the node preparation for GNP rule
extraction has been discussed in chapter 2 where there are two phases: node defini-
tion and node arrangement, however, with the advantage of FOOD, both phases can
be processed simultaneously in the proposed method in this chapter, which results in

decreasing the calculation time and enhancing the exploration of the rule extraction.
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FIGURE 4.2: GNP data mining structure
TABLE 4.1: GNP gene structure of Fig. 4.2
Netwrok Fuzzy Membership
i | NT | Cy | ATT; | i | oi1 | o
1 0 4 0 0
2 0 7 0 0 0 0
3 0 9 0 0 0 0
4 1 5 A 600 | 35 | 30
5 1 6 A 800 | 600 | 42
6 1 7 B 300 | 15 | 53
7 1 8 D 2 1 1
8 1 5 C 520 | 20 | 110
9 1 10 C 350 | 46 | 26
10 1 11 D 1 0 0
4.3 Detailed algorithm of the Proposed Framework
4.3.1 GNP Rule Extraction with FOOD
exp (—(zz;‘é)2> ifex<py
fr) = e (4.1)
exp (—%‘—’Q) otherwise
02

GNP is used to extract rules from a database by analyzing all the records. Phenotype

and genotype structures of GNP are described in Fig. 4.2 and Table 4.1, respectively. In

Fig. 4.2, each node has its own node number 4, and in Table 4.1, the node information

of each node number is described. The fuzzy membership function used in the proposed

method is an asymmetric Gaussian [42] function represented by Eq. 4.1 and graphically

in Fig. 4.3.



Chapter 4. Evolutionary Rule Based Clustering Using Fuzzy Object Oriented Database
Models and Its Performance Evaluation 45

TABLE 4.2: Fuzzy membership values of sample database

- Attribute (AT'T;)

A1 AQ Bl Dg Cg Cl D1 B3
105805810 0.09 | 094 | 0.34 | 0.62 | 0.25
210331]0.030.71{0.08|043]|0.510.51|0.65
31084 ]0.81(0.06|025]0.23]|04 |0.39|0.58
4109203 |094|0.63|0.22]0.020.03|0.39
51001]01 |013]0.87|046|0.03|04 |0.91
610 0.07 | 0.77 | 0.86 | 0.71 | 0.2 | 0.47 | 0.5
71054 10.09|004|05 |0.44]0.46 |0.92 | 0.46
T |0.46 | 0.28 | 0.38 | 0.47 | 0.49 | 0.28 | 0.48 | 0.53

1 T T
09 _
08 _
07 - _
06 - .
05 - _
04 .
03t .
02 _
01 _

0 L L

0 10 90 100

FIGURE 4.3: Asymmetric Gaussian function

where 4 is the mean of Gaussian function, o is a left side standard deviation and o9 is
the right side standard deviation. The gene structure of GNP in the proposed method

is separated into two sections as described below:

1. Network section: used to define the graph structure of GNP.

e i: node number.
e NT;: node type of node i: 0 for processing node and 1 for judgment node
e (;: connection of node i, each node i has one connection to the next node

whose node number is Cj.

2. Fuzzy membership section: used to define parameters of asymmetric Gaussian

fuzzy membership function for each judgment node.
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TABLE 4.3: Example of Support calculation in the case of Rule Ay A By A Dy A Cy

Ay By Dy Cy A1 ANBy A Dy A Cy
0.58 | 0 0.09 1094 |0
0.33 | 0.71 | 0.08 | 0.43 | 0.08
0.84 | 0.06 | 0.25 | 0.23 | 0.06
0.92 ] 0.94 | 0.63 | 0.22 | 0.22
0.01 | 0.13 | 0.87 | 0.46 | 0.01
0 0.77 1086 | 0.71 | O
0.54 | 0.04 | 0.5 | 0.44 | 0.04
Average (sup(r)) | 0.06

N ooy x| wl |8

TABLE 4.4: Example of extracted rules and their support and scores

Processing Nodes | Extracted Rules | Support | Score
Ay N By 0.19 1.19

1 Ay N By A Dy 0.12 2.12
Ay NBiANDyNCy 0.06 3.06

Dy A Cy 0.32 1.32

2 Do ANCoy A Ay 0.11 2.11
Do NCoyNAg N By 0.07 3.07

Ci1 N Dy 0.28 1.28

3 Cy ANDy N\ By 0.27 2.27
CiNDyNBs A A 0.21 3.21

Total | 19.63

e ATT;: index of attribute represented by the fuzzy membership function in

node i.
e u;: mean of Gaussian function in node 3.
e 0;1: Left side standard deviation of the Gaussian function in node 7.

e 059 Right side standard deviation of the Gaussian function in node i.

The program size depends on the number of nodes, which affects the amount of rules

created by the program.

1. Processing nodes (circles in Fig. 4.2) represent the start points of the sequences
of judgment nodes which are executed sequentially according to their connections.
Multiple placements of processing nodes will allow one individual to extract a

variety of rules.

2. Judgment nodes (hexagons in Fig. 4.2) represent attributes of the database which
are represented by ATT; (in Table 4.1) showing an index of attribute such as price,
stock, etc., and p;, 041 and g9 showing a Gaussian fuzzy membership function of

attribute ATT;.
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For example, in Table 4.1, i=4 and AT'Ty=A represent price attribute, u4=600 represents
the mean of Gaussian function, and 047 =35 and 049=30 represent the standard deviation
of the left side and right side of the Gaussian function, respectively. The sequences of
nodes starting from each processing node (P;,P»,P3) are represented by dotted lines a,
b and c in Fig. 4.2. A node sequence flows until support for the next combination of the
judgment node (attribute) does not satisfy the threshold. For example, the dotted line

a extracts the following candidate rules (frequent item sets)

o A\ NDB;
e A1 ANBy A Dy

e A1 ANByADyACs.

In the node sequence, if the nodes with the attributes that have been already examined
in the previous node sequence appear, the nodes will be skipped. For example, in the
node sequence of dotted line a, after visiting node Ay, node As appears. In this case,

A; and A, focus on the same attribute, thus, node A, is skipped.

4.3.2 Crossover and Mutation

The aim of crossover and mutation is to change individuals (graph structures) and make
various kinds of node combinations so that a large number of rules which can cover
whole data spaces are obtained. Crossover in GNP is processed by exchanging one or
more gene information of node ¢ between two parent individuals. First, two individuals
are randomly selected from 20 individuals with the highest fitness (see Eq. 4.5) in the
population (population size is 100). Then, the node numbers for executing crossover
are determined randomly, thus it is possible to exchange the gene information between
processing node and judgment node. This condition makes the crossover in GNP-FOOD

effect more variation of changes.

Mutation in GNP is processed by changing gene values of one or more nodes in a parent
individual. After selecting an individual as the same way as the crossover, the mutation
changes the values of fuzzy membership sections. For example, if node i is selected for

mutation, u;, ;1 and ;9 are randomly changed to create totally a new node.

4.3.3 Rule Evaluation and Optimization

Candidate rules extracted by the node sequences in Fig. 4.2 for the sample database in

Table 4.2 is shown in Table 4.4. Table 4.2 shows the fuzzy membership values of each
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record calculated by the judgment nodes shown in Fig. 4.2, that is, the original database
values have been converted to fuzzy membership values. Of course, the values in Table
4.2 are different when GNP individual is different because each individual has its own
judgment nodes with different parameters of Gaussian functions. Based on the fuzzy
membership values in Table 4.2, each candidate rule can be evaluated by its support
value. For example, when a rule (A; A By A Dy A C3) is extracted by GNP, the support
calculation is explained using Table 4.3 which shows the fuzzy membership values of
attribute Ay, By, Dy and Cy of each record. First, pay attention to the row of record
x = 1, where the membership values of the above four attributes are 0.58, 0, 0.09, and
0.94, respectively. Then, the membership value of rule r(A; A By A Dy A Cy) for record
z(=1) is calculated by Eq. 5.6.

My (1)

= m (A1 A By A Dy ACh)

= min (my (A1), m1 (B1),m1 (D2) ,m1 (C2)) (4.2)
— min (0.58, 0, 0.09, 0.94)

=0

where m; (r) shows a membership value of r (an attribute or rule) for record x. Next, as
the same way as the first record, the membership values for each record are calculated.
Finally, support of rule r is calculated by the average of the membership values of all

the records as follows.
1 N
sup (r) = w Zl’ma: (r) (4.3)
r=

where N is the number of records.

After obtaining the support value, the score of each rule is calculated by Eq. 4.4 which

is based on its support value and rule length.

Score of rule r=
0 if sup(r) =0 (4.4)
sup(r) + (I(r) —1) if sup(r) >0

where [(r) is the rule length of rule r. The support values and scores of all the extracted
rules are shown in Table 1.4. After calculating the support values and scores of all the
candidate rules, the fitness of GNP individual is calculated by Eq. 4.5. The fitness

calculation is based on the support value, rule length, and the additional score given
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Terms showing high average membership values

Selected from term pattern set to
re-used in next iteration

FIGURE 4.4: Fuzzy rule mining of GNP with term pattern set

when a new rule is extracted.

Fitness =

> {sup(r) + (U(r) = 1) + anew(r)},

rER

(4.5)

where ey (1) is an additional value if rule r is newly extracted.

Next, to enhance the efficiency of the evolution, a method that preserves useful terms
(fuzzy membership functions) in a term pattern set (Fig. 4.4) is designed. The preserved
terms are used in crossover and mutation as partial structures. In the proposed method,
terms in the elite individuals and those with high T (see Table 4.2) (even if the fitness
of the individual is low) are added to the term pattern set. The schema of the term
pattern preservation is shown in Fig. 4.4. For example, in Table. 4.2, term Bs has high
T. Thus, Bs is added to the term pattern set to be used in the next generation. This
mechanism efficiently finds useful terms, therefore, the calculation time can be reduced

comparing to the method preparing terms randomly every generation.

4.3.4 Cluster generation

To generate clusters, first, the leader rules with high scores (Eq. 4.4) are selected from
the extracted rules and become the centers of each cluster. Then, remaining rules
(not selected as the leaders) are put into one of the clusters based on the similarity
measurement. Similarity of remaining rules r; to the leader rule 75 is calculated by the

following procedure:



Chapter 4. Evolutionary Rule Based Clustering Using Fuzzy Object Oriented Database
Models and Its Performance Evaluation 50

1) Before calculating the similarity between rules, the similarity between two attributes,
i.e., fuzzy membership functions, is calculated by Eq. 4.6.
1451 nBa?|
[[AptuB]|
f mln{AP (z),Bg? (z)}dm (46)

s (apt,bi?) =

_Ofo ma.x{A;l (z),Bg>(2) }dz

where ay! is a p-th attribute in rule r1, bj? is a ¢-th attribute in rule ro, Aj' is a fuzzy

membership function of attribute a)!, Bg? is a fuzzy membership function of attribute
bg?-

2) The similarity between rule 7y and rule 79 is calculated by Eq. 4.7

(p.ayERtaten. ) (4.7)
_ P,q latc .
S (Tl’ T2) - maX{Nante(rl)yNante(TZ)}

where Ngpe (1) (r € {r1,72}) shows the number of attributes in rule r, Match shows a
set of suffixes {p, ¢} where aj! = b}? (i.e, matched (same) attributes between rule 71 and
r9). When the longer rule contains attributes that are not contained in the shorter rule,
those attributes are assumed to be matched and the similarity of such attributes (Eq.
4.6) become 1.

After calculating the similarity values between the remaining rules and leader rules of
each cluster, the remaining rules are put into the clusters with the highest similarity

values.

4.3.5 Data clustering

In the previous subsection, the clusters are generated by rules. Then, a data can be
assigned to one of the clusters based on the rules as follows. A data is compared with
the rules one by one in ascending order of scores (calculated by Eq. 4.4) until the
matched rule is found. Once the matched rule is found, the data will not be compared
with other rules, and the data is assigned to the cluster of the matched rule. So, the

order of comparison with the leader rules which have the highest scores is the last.

4.4 Simulations

In this section, clustering simulations and the comparisons of the clustering performance
between the proposed method and the conventional unsupervised clustering methods are

carried out. The conventional methods used for the comparisons are as follows.
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TABLE 4.5: Database for simulations

database | Attribute | Class | Record
iris 4 3 150
autompg 7 3 398
heart 13 2 270
wine 13 3 178
bupa 6 2 345
ionosphere 34 2 351
hepatitis 19 2 155
winequality 12 2 6497

TABLE 4.6: Parameter Presets of Proposed Method for Comparison

Preset | Crossover | Mutation
A 0.02 0.05
B 0.1 0.2
C 0.25 0.5

1. Order-constrained solutions in K-means Clustering (OCKC)[40],
2. K-means with Affinity Propagation (KAP)[43],

3. K-means++[44] and

4. Standard K-means[45].

5. Fuzzy C-means Clustering (FCM)[46].

4.4.1 Simulation Datasets

Table 5.5 describes the database names, the number of attributes, classes, and records
used in the simulations. The databases were downloaded from University of California

at Irvine Machine Learning Repository [47].

The classification accuracy is used as a measurement of the clustering results, which is a
common measure evaluating the performance of clustering algorithms on a database with
a known structure. The classification accuracy is the percentage of records whose cluster
labels are correctly assigned. Higher classification accuracy indicates better clustering

results.
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TABLE 4.7: Comparison between asymmetric Gaussian with other fuzzy membership

functions
Database Triangle | Bell | Gaussian | Asymmetric Gaussian
Iris 0.872 0.873 | 0.871 0.872
Hepatitis 0.609 0.611 | 0.612 0.614
Wine Quality | 0.712 0.733 | 0.745 0.785
Average 0.731 0.739 | 0.743 0.757

* . Best result

TABLE 4.8: Comparison of Classification Accuracy Between Different Parameter Pre-
sets of the Proposed Method

GNP GNP FOOD
A B C A B C
iris 0.889* | 0.888 | 0.888 | 0.872 | 0.871 | 0.868
autompg 0.687 | 0.685 | 0.686 | 0.699* | 0.697 | 0.694
heart 0.602 | 0.601 | 0.602 | 0.725 | 0.761* | 0.712
wine 0.623 | 0.622 | 0.624 | 0.702 | 0.712* | 0.701

bupa 0.574 | 0.574 | 0.574 | 0.573 | 0.579* | 0.571
ionosphere | 0.688 | 0.685 | 0.687 | 0.711 | 0.719 | 0.723*
hepatitis 0.546 | 0.547 | 0.551 | 0.589 | 0.612 | 0.614*
winequality | 0.702 | 0.708 | 0.701 | 0.756 | 0.787* | 0.775
Average 0.664 | 0.664 | 0.664 | 0.703 | 0.717* | 0.707

* . Best result

4.4.2 Comparison of accuracy between asymmetric Gaussian with other

fuzzy membership functions

Table 6 shows the comparison of accuracy obtained by four types of fuzzy membership
functions: Triangle, Bell, Gaussian, Asymmetric Gaussian. The simulation focuses on
verifying the cluster quality of the proposed method using several fuzzy membership
function. The three databases used in the comparison have the different numbers of
attributes, classes, and records as shown in Table 5.5. The result of simulation shown by
Table 4.7. The result on database “iris”, which is most simple database, shows almost the
same results for all the membership functions. The result on database “hepatitis”, which
has the highest number of attributes (19) and lowest number of data (155) also shows
almost the same results. But for database “wine quality”, which is the most complicated
database with the large number of attributes (12) and data (6497), asymmetric Gaussian
shows much better result than the other membership functions. On average, asymmetric

Gaussian shows the best result than the other membership functions.
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TABLE 4.9: Comparison of the classification accuracy between the proposed method
and conventional clustering methods

database Methods

OCKC | KAP | K-means++ | K-means | FCM | GNP

iris 0.779 | 0.825 0.890 0.848 *0.893 | 0.871
autompg 0.615 | 0.631 0.631 0.649 0.656 | *0.698
heart 0.557 | 0.610 0.587 0.562 0.593 | *0.761
wine 0.625 | 0.685 0.696 0.588 0.685 | *0.712
bupa 0.579 | 0.578 *0.580 0.577 *0.580 | 0.579
ionosphere | 0.651 | 0.711 0.639 0.701 0.709 | *0.721
hepatitis 0.574 | 0.556 0.545 0.567 0.594 | *0.612
winequality | 0.642 | 0.613 0.779 0.771 0.786 | *0.787
Average 0.628 | 0.651 0.668 0.658 0.687 | *0.718

* . Best result

4.4.3 Comparison of Clustering Quality between Different Parameter
Presets and with GNP without FOOD

The simulation focuses on verifying the cluster quality of the proposed method using
several parameter presets, and the comparison with GNP without FOOD adaptation.
The parameter presets on crossover and mutation rates are shown in Table 4.6. These
three presets are respectively used in both GNP-FOOD (the proposed method) and
GNP without FOOD. The eight databases used in the comparison have the different

numbers of attributes, classes, and records as shown in Table 5.5.

The classification accuracy of all the methods for the eight databases are shown in Table
4.8 and its graphical representation is shown in Fig. 4.5. Star marks (*) on the side of
classification accuracy in Table 4.8 indicate the best results in each row (database). The
preset B of GNP-FOOD shows the highest average accuracy followed by preset C and A
of GNP-FOOD, which is shown in the last row of Table 4.8. The preset B of GNP-FOOD
also shows better clustering results in four out of total eight databases. All the presets of
GNP-FOOD show better classification accuracy, except for “iris” where all the presets
of GNP without FOOD show better results than GNP-FOOD. The results are different
when the numbers of attributes and records are different, and “iris” is a database with
the lowest number of attributes and records. For the databases with larger number of
attributes such as “ionosphere” and “hepatitis”, preset C of GNP-FOOD shows better
result. But for the databases with smaller number of attributes such as “iris” and
“autompg”, preset A of GNP-FOOD and GNP without FOOD, except database “bupa”
for which every method shows the similar result. For the database with large number
of records such as “winequality”, preset B shows better result. From the above results,

we can summarize as follows. For the database with lower number of attributes, large
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FIGURE 4.5: Comparison of Classification Accuracy Between Different Parameter
Presets of Proposed Method

variation of rules is not needed to cover the whole data, thus preset A shows better
results. For the database with large number of attributes, preset C shows better results

because it generates a variety of rules by changing graph structures largely.

Every preset of GNP without FOOD shows slight difference and the same average accu-
racy (0.644), which shows that GNP without FOOD is not overly affected by the changes
of crossover and mutation rates comparing to GNP-FOOD that shows the variation of
results. Such results are caused by the different procedure of crossover and mutation
as explained in subsection 4.3.2, where the crossover and mutation of GNP-FOOD have
effects on larger number of parameters including fuzzy membership functions comparing

to GNP without FOOD which has effects on node functions only.

4.4.4 Comparison of Clustering Quality between the Proposed Method
and other Unsupervised Clustering Methods

The simulation focuses on verifying the cluster quality of the proposed method comparing
to other unsupervised clustering methods. The databases used in this subsection are

the same as the previous simulations.
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FI1GURE 4.6: Comparison of the classification accuracy between the proposed method
and conventional clustering methods

The classification accuracy of all the methods for the eight databases are shown in Table
5.6 and its graphical representation is shown in Fig. 5.3. Star marks (*) on the side of
classification accuracy in Table 5.6 indicate the best results in each row (database). The
proposed method shows the highest average accuracy followed by FCM, K-means++
and K-means, which is shown in the last row of Table 5.6. The proposed method also
shows better clustering results in six out of total eight databases. The proposed method
loses against FCM and K-means+-+ for “iris” database which has the smallest number
of attributes and records. For database “bupa” with six attributes, every method shows
similar results but K-means++ and FCM outperform the proposed method. From the
above results, we can see that K-means++ and FCM show better clustering results for
the databases with the smaller number of attributes. The proposed method shows better
clustering ability for the databases with higher number of attributes and generally shows

stable clustering quality for any databases.

4.5 Summary

This chapter proposed a database clustering method using GNP with the advantages of

fuzzy object oriented database modeling. The proposed method automatically optimizes
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the parameters of fuzzy membership functions and finds good fuzzy rules for making
clusters. Addition of fuzzy membership function for node definition increase feature
representation, which added detail of distance between each data in same definition
with fuzzy membership. More detail feature representation increase accuracy of data
clustering process and increase clustering quality. The simulation results of the proposed
method showed the better clustering results comparing to the GNP without FOOD and
the conventional clustering methods. In next chapter we proposed addition of feature

selection to increase clustering ability for high dimensional database.



Chapter 5

Evolutionary Rule Based
Clustering with Fuzzy Feature
Selection for High Dimensional
Database

5.1 Chapter Introduction

Database structures do not always contain same relevancy per attributes for clustering
process. The presence of less relevant often decrease clustering accuracy [48]. To solve
this problem, feature extraction can be preprocessed with feature selection. Feature
selection is the process of identifying the most effective subsets of the original features to
use in clustering [3]. Feature selection in which most informative variables are selected for
model generation is an important step in data-driven modeling. With feature selection,
only attributes with high relevancy are included in or given higher priority in feature

extraction.

In this chapter, a database clustering method using GNP with feature selection and
representation of fuzzy databases is proposed. The main purpose of this research is to
provide additional mechanisms to database clustering, that is, a data mining algorithm
for extracting fuzzy rules, and building clusters based on the extracted fuzzy rules for

improving cluster quality on high dimensional databases.

This chapter is organized as follows. Section 5.2 describes a review of the proposed
framework, section 5.3 describes the details of the proposed framework, section 5.4

shows the simulation results, and finally section 5.5 is devoted to conclusions.

=

57
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FIGURE 5.1: Fuzzy Feature Selection for GNP Rule Extraction Schema

5.2 Review of the Proposed Framework

5.2.1 Data Matrix and Fuzzy Database

Measurements or events are usually represented as vectors in a multi-dimensional space,
where each dimension represents a distinct attribute (variable, measurement) [1, 21].
Set of objects is represented as an m by n matrix, where there are m rows, one for each
object, and n columns, one for each attribute. The several types of attributes used in
the proposed method are described as follows.

Binary Two values, e.g., true and false.

Discrete A finite number of values, or integers. e.g., counts.

Continuous An effectively infinite number of real values, e.g., weight.
The scales of attributes used in the proposed method are described as follows.

Qualitative

Nominal The values have just different names, e.g., product category, colors.

Ordinal The values reflect an ordering, e.g., high, low.
Quantitative

Interval The values have different unit of measurement, e.g., product price with

USD, distances with kilometers.
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Ratio The scale has an absolute zero so that ratios are meaningful, e.g., physical
quantities such as electrical current, pressure, or temperature on the Kelvin

scale.

Fuzzy database is used in the proposed method for feature selection and fuzzy member-
ship mapping is used for the preparation process for GNP rule extraction as described
in Fig. 5.1. A database is examined by the fuzzy feature selection method and many
fuzzy membership functions optimized for each attribute scale are created. After the
feature selection, attributes are grouped by their relevancy, then the rule extraction is
performed by GNP group by group independently. The detailed process of GNP rule
extraction is explained in section 5.3.2 and 5.3.3. After creating the rules, finally, the
clustering of the original database is executed by the rule-based clustering, where a
similarity measurement on the extracted fuzzy rules has an important role (which is

explained in section 5.3.4).

5.2.2 Structure of GNP

Basically GNP used in this chapter is similar to that used in chapter 4. In this chapter,
database is examined by a fuzzy system for feature selection as the replacement of the
previous node definition process. Each node contain fuzzy membership of each attribute
and grouped by its average of fuzzy membership degree. Node arrangement will be
processed separately by each group of attributes. Note that the group of attributes with

high number of score will have a priority in making rule extractions.

5.3 Detailed algorithm of the Proposed Framework

5.3.1 Fuzzy Feature Selection and Fuzzy Database Modeling

Fuzzy database modeling in the proposed method can be described as follows. Let a
labeled data set be X = {X,;,/m = 1,2,...M}, where m is a row number and M is
the total number of rows. In a database with multi attributes, each data has its own
attribute value set A = {a,|/n = 1,2,..N}, where n is a column number and N s the
total number of columns. Then each attribute value zj, of set X,, can be represented

by a vector :

Xpp = {z], 22, .ol .al} (5.1)
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TABLE 5.1: Example of Fuzzy Database Structure

ai a as aq
i | for | f31 | fu
fi2 | foo | f32 | fao
f13 | fos | f33 | fa3

TABLE 5.2: Example of Fuzzy Database Feature Selection with Average Membership

aq as as a4
0.82" ] 0.013 | 0.213 | 0.74!
0.46% | 0.64 | 0.87" | 0.363
0.24% | 0.123 | 0.48% | 0.24°

and all the attributes are represented by a set A:

A ={a1,a9,...an,...aN} (5.2)

Original data are transformed into a fuzzy set by using a membership function set F

defined as :

fir oo fuoo-o fur

F=| fu " . " fn (5.3)

vt oo fNiooeo T

where i(i € {1,2,...I}) shows index numbers of fuzzy membership function variation

for an attribute.

Fuzzy membership function of proposed method using same asymmetric gaussian func-

tion that being used by GNP in chapter 4.

Table 5.1 shows an example of fuzzy database structure, which a,, to a4 shows the number
of attributes with each fuzzy membership function that is described as fy;. Table 5.2
shows an example of average fuzzy memberships of database records. Feature selection
is executed with these average fuzzy memberships, that is, the nodes with higher fuzzy
membership values will be included in the higher priority group. For example, average
fuzzy memberships being larger than 0.7 will be added to group one, between 0.4 and
0.7 to group two and remaining values to group three. This grouping will be used as

priority in the rule extraction with GNP, which is described in chapter 5.3.4. Groups
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of fuzzy features based their relevancy is shown as follows.

G ={91,92,93}

g1 = {fi1, f32, far }

g2 = {f12; fa2, f33}

g3 = {f13, fo1, fo3, f31, faz, faz}

(5.4)

The fuzzy feature selection can be defined by the following steps.

1. Transform a labeled data set (Eq. 5.1), into a fuzzy set F defined by Eq. 5.3. This
projection is defined by the asymmetric Gaussian membership functions described

by Eq. 4.1.

2. Measure the average membership of fuzzy membership function (Eq. 5.5) fu; of

each attribute a,, to data 2%, |m € {1,2,... M }.

3. Make groups of attributes based on the average membership values.

7 _ fm‘(x?)+fni(x1€[)+---+fm($§\’4) (5‘5)

5.3.2 GNP Rule Extraction

The rule extraction process is similar to GNP in chapter 4, but the difference is the
phenotype and genotype structures of GNP structures. GNP in this chapter does not
contain Gaussian function but directly contains fuzzy membership indexes calculated by
the previous fuzzy feature selection. The detail of the phenotype and genotype structures
of GNP are described in Fig. 5.2 and Table 5.3, respectively. In Fig. 5.2, each node has
its own node number %, and in Table 5.3, the node information of each node number is

described.

The gene structure of GNP in the proposed method is separated into two sections as
described below.

i : node number.

NT; : node type of node i: 0 for processing node and 1 for judgment node

C; @ connection of node i, each node 7 has one connection to the next node whose node

number is Cj.
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FIGURE 5.2: GNP data mining structure

TABLE 5.3: GNP gene structure of Fig. 5.2

fi

2
s

11
32
22
33
41
12

|||~ o| o oo o D

OO0 O | W N .

el Rl Bl L Bl B == =] K =)

fi ¢ two digit of attribute index and its fuzzy membership function index.

For example, in Table 5.3, i=4 and f;=12 represent first attribute with its second
fuzzy membership function. The sequences of nodes starting from each processing node
(P1,Py,P3) are represented by dotted lines a, b and ¢ in Fig. 5.2. A node sequence
flows until support for the next combination of the judgment node (fuzzy membership

function) does not satisfy the threshold.

The judgment node with gray color in Fig. 5.2 represent fuzzy membership function
with high priority and white judgment node for second priority, which are determined
by the previous fuzzy feature selection (described in Table 5.1 and 5.2). The processing
node which represent the start of node sequence are connected to high priority judgment
nodes, so features with high relevancy are always included in rule extraction sequences.

In the node sequence, if the nodes with the attributes that have been already examined
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TABLE 5.4: Example of extracted rules and their support and scores

Processing Nodes Extracted Rules Support | Score
fii A f32 0.82 1.82

1 J1u A f31 A fao 0.64 2.64
Juu A fsi A foo A far | 0.64 3.64

f32 A foo 0.64 1.64

2 f32 A\ foa N fan 0.64 2.64
fa2 A foo AN far A frz | 0.46 3.46

far A fi2 0.46 1.46

3 far A fi2 A fa2 0.46 2.46
far A fra A faa A fao 0.46 3.46

23.22

in the previous node sequence appear, the nodes will be skipped. For example, in the
node sequence of dotted line a, after visiting node fi;, node fio appears. In this case,

f11 and f15 focus on the same attribute, thus, node fi2 is skipped.

In the example of Fig. 5.2, only fuzzy feature group one and two are used as first group
of rule extraction. Rule extraction for group three will be performed separately and the
extracted rules are stored in different rule pools. This grouping process aims to handle
multi-dimensional databases with high number of attributes. High number of attributes
and data variation will increase the number of groups of rule extraction but it is still

possible to maintain priority of feature relevancy for efficient processing.

5.3.3 Rule Evaluation and Data Clustering

Candidate rules extracted by the node sequences in Fig. 5.2 are shown in Table 5.4.
The fuzzy membership values have been calculated by the fuzzy feature selection, so
GNP does not repeat the calculation of support of the candidate rules. Based on the
average fuzzy membership values in Table 5.2, each candidate rule can be evaluated
by its support value. For example, when a rule (fi1 A f32 A fa2) is extracted by GNP,
support is calculated as the minimum average membership of the attribute fi1, fo1 and

f32, which is represented by Eq. 5.6.

my (1)

= mi(fi1 A fa2 A fa2)

= min (mq (f11),m1 (f32) ,m1 (f22)) (5.6)
= min (0.82,0.87,0.64)

= 0.64

where my (1) shows a membership value of r (an attribute or rule) for record x. Next, as

the same way as the first record, the membership values for each record are calculated.
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TABLE 5.5: Dataset for simulations

Attribute | Classes | Samples | Data Type
Wine Quality 12 2 4898 Real
Image Segmentation 19 7 2100 Int, Real
Covertype 54 8 581012 Int
Yeast 8 10 1484 Real

5.3.4 Cluster generation

Cluster generation in this chapter is the same as in chapter 4, except the leader rules
being centers of each cluster are always selected from rule extraction group with the
highest priority. Then, the remaining rules are put into one of the clusters in the order
of group priority based on the similarity measurement that is used in chapter 4. Note
that, the features with low relevancy are also included in the rule extraction, but with
low priority. Therefore, the combinations of features with high and low relevancy are
still possible. Also, rules that consist of high relevant features and those of low relevant

features can be placed in the same cluster as a result of similarity calculation.

5.4 Simulations

In this section, clustering simulations and the comparison of the clustering performance
between the proposed method and the conventional unsupervised clustering methods
are carried out. The conventional methods used for the comparisons are as follows.

1. Order-constrained solutions in K-means Clustering (OCKC)[40],

2. K-means with Affinity Propagation (KAP)[43],

3. Standard K-means[45] and

4. Fuzzy C-means Clustering (FCM)[46].
5.4.1 Simulation Datasets
Table 5.5 describes the database names, the number of attributes, classes, samples and

data type used in the simulations. The databases were downloaded from University of

California at Irvine Machine Learning Repository [47].
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TABLE 5.6: Comparison of the classification accuracy between the proposed method
and conventional clustering methods

database Methods Comparison
OCKC | KAP | FCM | K-means | GNP
Wine Quality 0.642 | 0.613 | 0.786 0.771 0.791
Image Segmentation | 0.678 | 0.724 | 0.776 0.725 0.804
Covertype 0.675 | 0.646 | 0.705 0.676 0.774
Yeast 0.667 | 0.704 | 0.812 0.692 0.812
mean 0.666 | 0.672 | 0.770 0.716 0.795

The classification accuracy is used as a measurement of the clustering results, which is a
common measure evaluating the performance of clustering algorithms on a database with
a known structure. The classification accuracy is the percentage of records whose cluster
labels are correctly assigned. Higher classification accuracy indicates better clustering

results.

5.4.2 Comparison of Classification Accuracy Between the Proposed
Method and other Unsupervised Clustering Methods

The simulation focuses on verifying the cluster quality of the proposed method comparing
to other unsupervised clustering methods. Four databases used in the comparison have

the different numbers of attributes, classes, and records as shown in Table 5.5.

The classification accuracy of all the methods on the four databases are shown in Table
5.6 and its graphical representation is shown in Fig. 5.3. The proposed method shows
the better accuracy for all the databases and shows highest average accuracy followed by
FCM and K-means, which are shown in the last row of Table 5.6. The proposed method
shows much better results on database “Covertype” which has the highest number of
attributes (54) and samples (581012). The proposed method shows better clustering
ability for the databases with higher number of attributes and generally shows stable

clustering quality for high-dimensional databases.

5.5 Summary

This chapter proposes a data clustering algorithm using GNP with fuzzy method for
feature selection and representation of fuzzy database to optimize cluster generation

for high dimensional databases by decreasing the presence of less relevant features. The



Chapter 5. Evolutionary Rule Based Clustering with Fuzzy Feature Selection for High
Dimensional Database 66

Wine Quality Image Segmentation  Covertype Yeast
. OCKC - KAP FCM
m K-means === GNP

FI1GURE 5.3: Comparison of the classification accuracy between the proposed method
and conventional clustering methods

simulation results of the proposed method showed the better clustering results comparing

to the conventional clustering methods.



Chapter 6

Conclusions

In this thesis, optimization mechanisms of database clustering using evolutionary compu-
tation and fuzzy database modeling are proposed, which contains not only the improve-
ment of clustering quality itself, but also the improvement of clustering capability to
handle high dimensional databases and the solution for an additional clustering problem

of storage capacity limitations.

Chapter 2 proposed the implementation of genetic network programming (GNP) and
standard dynamic programming to solve the knapsack problem (KP) as a decision sup-
port system for record clustering in distributed databases. Partial random rule extrac-
tion method in GNP is also proposed to discover frequent patterns in a database for
improving the clustering algorithm, especially for large data problems. The proposed
method can find good combinations of attributes to create rules for clustering, and also
consider the capacity of sites to distribute rules. The clustering performance is evalu-
ated with six datasets downloaded from UCI machine learning repository and the best
average results comparing to other five conventional clustering algorithms are achieved.
The expected applications of this chapter is clustering considering load balance. For ex-
ample, In developing countries or small companies. it may be difficult to prepare many
servers with large storage and high performance, for example, each server has different
speck. In this case, the proposed method can appropriately distribute data to the servers
considering the server speck. For example, a large number of highly accessed data are
given to high speck servers, and a small number of low accessed data are given to low

speck servers

Chapter 3 proposed a decision support system for database cluster optimization using
GNP with on-line rule updating based clustering. On-line algorithm is utilized to main-
tain the cluster adaptability against several unbalanced data growth. The simulation

results of the proposed method showed the better clustering results and iteration time

67



Chapter 6. Conclusions 68

comparing to GNP rule-based clustering without on-line adaptation. The expected ap-
plications of this chapter is decision support for real world applications such as online
shopping and search engines, for example, the data and access patterns rapidly change.

In this case, the proposed method can maintain rules to adapt to the latest patterns.

Chapter 4 proposed a clustering method using GNP with the advantages of fuzzy object
oriented database (FOOD) modeling. The proposed method aimed to provide additional
mechanisms to database clustering systems, that is, a data mining algorithm for extract-
ing fuzzy rules, and building clusters based on the extracted fuzzy rules. The simulation
results of the proposed method showed the better clustering results comparing to the
GNP without FOOD and the conventional clustering methods. The expected appli-
cations of this chapter is to realizes user-friendly systems. In travel planning system,
for example, when a user gives his/her request such as ”South-East Asia, two-persons,

seeing beautiful sunset”, the most matched plans (clustering results) can be proposed.

Chapter 5 proposed a database clustering method using GNP with the feature selection
and representation of fuzzy database as an expansion of the proposed method in chapter
4 that aimed for the improvement of clustering quality on high dimensional databases
by decreasing the presence of less relevant or highly correlated features. The simulation
results of the proposed method showed the better clustering results comparing to the
conventional clustering methods. The expected applications of this chapter is same as

chapter 4.

In the future research, it is necessary to execute simulations with real distributed
database management systems (DDBMS) with running applications to test the ap-
plicability of the proposed method. The proposed method can be also developed as
a middle-ware between distributed databases and an application of database fragment
allocation management that can access CRUD (Create Read Update Delete) matrix of

databases.
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