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Exact Determination of Opvical -ow
Temporal MutualCorrelaljon

by
Anal

Pixel-Based
    iYSIS

Kazutoshi KOGAt, Hidetoshi MIIKEtt, Masahiro MOMOTAtit,Members

SUMMARY An exact method determining optical fiow from a
sequence of images is presented. We adopt a pixel-based analysis
calculating mutual-correlatlon functions between temporal
change ef brightness at a target pixel ancl that at neighboring
ones. Local velocity at the target pixeHs deÅëeided analytically
from lag times of the correlation functions,

1. Introduction

   Determinlng optical flow (ve}ocity field of image
points or image displacement field) is interested from
viewpolnt detectiRg the 3-dimensioBal structure and
motion from a sequence of digital images('}rm{3). There

have been presenÅíed many methods estimating optical
fiow{`År-(8}. The main problem iR the analysis is deter-

mining the correspondence of image events in the ewo
frames ; it is usually called the matching problemÅq8}'{9).

Several approaches are attempted to avoid the problem
(SÅr-{'2). Recent}y, we have proposed a new techniqge
determinlitg optical flow with pixel-based temporal cor-
relation analysis(i3Årm{i5}. In the latest report, we preseRt

aR improved method that introduce a non-linear interpo-
lation for evalgating a truer lag time aRd a truer direc-
tion having maximum mutual-correlation coeflicieBtÅqi5).

The method is useful for automatic aRalysis of velocity
field, however, the obtalned is no more than an approxi-
mate solution and the resolution power of moving direc-
tion is not more tkan eReugk.
   In thls letter, we prppose an exact method determiB-
ing optical fiow. Under seme simp}e assumptions and
some georr}etrical considerations, speed and dlrectloR of
local velocity are decided aRalytically frora }ag tlmes of

the mutual-correlatioR functioBs. The validity of tke
method ls confirmed by compueer simuiation.
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2. Basic Procedure of the Analysis

   We have shown thatthe local velocity in a dynamic
scene can be evaluated by plxel-based temporal correla-
tion analysis (i3År'Åqi`). When we assume the con-
stant-veloclty motion of particles in a localized area (see

5Å~5 pixels-area iR Fig. 1( a ) or 3Å~3 plxels-area in Fig.

I( b )), we can estimate approximate}y the local veloc-
ity at a target pixel (Åíhe center pixel in the }ocalized

area) by the following steps (1-4).
(Step 1) The mgtttal-cerrelation functions Moh(T)
betweeR the teraporal br!ghtness change of the earget
pixel Ae(t) and that of the neighborlng pixe!s (16 pixels

in Fig.1(a) or 8 pixels in Fig.1(b)) Ak(t)(le==l, 2, 3,

•••
, 1', Z', 3', •••) are calculated as

    Moh( r) = (1 1T) yC '(Ao( t) - AwwoÅr

           Å~(Ak(t+r)-Ak)!SN dt, (1)
where Ak is the rnean value of Ak(t). Since tke bright-
ness change of tke pixe}s along Åíhe parÅíicle movement
must be simllar not only the relative time course but
also the absolute amplitude, in this letter, normalized
factor SN is defined as

    S,v=rnax(So, Sk), (2)
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1 A target pixel of velocity analysis and neighboring
  pixels. The }ocal velocity at the target pixel (O) is

  evaiuated by analyzing mutual-correlation functions

  between a temporal brightness change of the target
  pixel and that of the neighboring pixels. Motion of
  constant velocity- is assumed in the localized area (5Å~5

  or 3Å~3 pixels-area is used for the analysis).
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    S,==(i/T)II'(A,(t)-Aww,,)2dt. (3)

Owing to Eq.( 2 ) tke difference in absolute brightness
amplitude between the target pixel and a neighboring
one is able to have infiuence in the maxlmum value of
the mutual-coyrelation function Mok(r).
(Step 2) Product of mutual-correlaeion functions Mok(T)
and Mobl(T) is calculated as

    7oh'h'(T)= Mok(T)XMok'(wwT), (4)
where k and k' are the pixels of diagonal pair (see Fig.
1).It should be noted that if the same object passes from

fe' to k tkrough the target pixel the paired correlation
functlons Moh(r) and Moft'(T) have a symmetrlc property
(Moft(T) =Mok'(-r)), and 7oft'k'(r) has a maxirr}um value

at a lag eime corresponded to ehe moving speed.
(Step 3) The pair of pixels k and fe' having maximum
correlation of 7ok'k'(r) is selected as a probable candidate

of dlrection of the local velocity.

(Step 4) The speed of the local velocity V can be
estimated by the lag tirae rok of tke product mutual-
correlation function 7ok'k' (T) altd the distance a5k betweeR

the target pixel and the k-th pixel as

    V "= dek lroh. ( 5 )
Repeating the above procedure to al} over the plxels, we
can obtain the velocity-field (optical flow) of Åíhe sequen-

tial images. Algorithm of Åíhe above procedure is simple,

however, estimated direction and speed of tke local
velocity are suffered by digital error. Especially, the
estlmated direction is restricted to 16 (or 8) directions
(i. e. a reso}ution power of moving direction is about Å}

10 (or Å}20) degrees).

3. Imprevement of "rhe ARalysis

3.1 Estimation of True
    Interpolation Method

Lag Time by a Quadratic

correlation function having maximum correlation
coefl}cient 7o. To irr}prove the analysis we first intreduce

an !nterpolation method for estimating a true lag time.
The iag time estimated by the basic procedure is a
digitized quantity (see Fig.2). It is expected that the
true lag time can be evaluated by detecting a lag time rm

having true maximum correlation. Strictly speaking,
without the knowledge of brigheness distribution of
moving ogject, we can not estimate exactly the true lag
tlme. Here, we assume that the correlation function near
the true lag tlme is able to evaluate by simple interpola-

tion method with quadraÅíic function ;

    7ok'h'(T)=: 7'm-a(z- Tm)2, (6)
where 7m is the maximum value of the interpolated
coyrelation function (see Fig. 2).

3.2 ExactDetermination of Local Veloclty

    By making use of the true lag time rm, we can
estimate exactly the local velocity at the target pixel.

Now we make the second assumptien: The moving
object has central symmetry of brightness distribution.
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   IR the baslc procedure, the ve}ocity is determined by
the direction and the lag time of the product mutual-
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2 Estimation of true lag time by a quadratic interpolation

  method.
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Relation between bag time ef the mutual-correlatien
functien and particle motion. (a) If the pardcle has

cehtral symme#ry ef brightness distribution, passing of

particle is equivalent to the passing of a "Plane Wave"

(line Pe show a ridge of the wave). (b) Temporal
brightuess change at respective pixels.
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Under this assumption, it is easily understood that the
lag time at ehe nearest pixel site by the moving line lo (7'

- th site in Fig. 3) and that at its neighboring pixel sltes

(i-th and k-th sites in Fig. 3) are determined by passing

time of tke maximum brightness points (a, b, c and d in
Fig. 3( a )) locating oR the center line which perpendicu-

lar to the moving line. For example, the lag time rj is
equal to a period from a moment the point b passes the
site O till a momeRe the point c passes the site i We can

deeermine the other lag times in the same manner (see
Fig.3(b)). k should be noted that the passing of the
moving object corresponds to the propagation of a
" Plane Wave". The propagation vecÅíor (wave veetor)
of the "Plane Wave" is para}lel to the moving line lo of
the object. Both "Plane Wave" and the object bring the
same result on the lag time of the correlation function.
Therefore, from a siry}ple geometric relations (see Flg.
4) we can estimate the propagation speed V of the
" Plane Wave". The following equatioits are indicated by
the geometric relations in the figttre ;

    Y X rj -- dj X cos (ej - a), (7)
    VX rk= dk Xcos (lfft-ev), (8)
where cr is the angle of true direceion of moving object.
0j and 0k are the coordination angles of the site i and
that of site fe, respectively, d,•(dk) is the distance
between the target pixel (site O) and the neighboring
plxel of ske 7' (k)). From Eqs.(7) and (8), it can be
reduced analyÅíically as

    v-(-!{/i-)( k ) sin l e, - ejt

/

tan ip ..,
(dk rh

)2+( g,k )2-2( f,d,,

cos 0h dj eos ei )/(dk ,,

) cos ( ek - 0J))

     sin 0h

(9)
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Fig. 4 EstimatioR of exact velocity at the target pixel. Frofn

     the geometrical relations in the figure, we can estimate

     the moviRg velocity.
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         -djs;,n. 0j), ao)

   a=-di or rr-ip. (11)
   As mentioned above, under some assurnptions, we
obtain exact and analytical solution of tke local velocity
(optical fiow) from a sequence of images.

4. EvaluatioR of the Analysis by Computer
   tion

Simula-

   The validity of the proposed method is coniirmed by
using artificial sceRes. A sequential image of moving
particles with 64Å~64 pixels and 128 frames are created
by computer simulatlon. Gray-level distribution of each
partlcle is assumed as

   G(.).,.fGeexp(('rlrc)2) :rÅq1•5rc (12)

         NO :rÅr1.5rc,
where Go==220, and rc =2 are adopted in the simulation.
A unit of the distance r is equal to the length of one
pixel. Number of moving particles in the scene is fixed
8. The data of speed and direction of respective partlcles

are shown in Table 1.
   The results of the analysis are presented in Fig. 5.
Fiqure 5(a) lllustrates the obtalned optical fiew.
Simulated motion of the particles are also illustrated on
the same figure (frorn start positiQn (solid circ}e) to end

position (broken circle)). The given particle-motions
are well represented in the analyzed optical fiow. Quanti-

tative evaluations are given ln Fig. 5(b), which shows
histograms of speed-distribution and angle-dlstribution
of obtained fiow-vector. Histograms are normalized by
particle speed, because higher speed particle draws lon-
ger locus in Åíhe image. True speeds and true directions
are indicated by arrow in the same figures. The results
are well conslsteRt. Derivations of speed and directlon
analyzed are within O.el pixel/frame (BY) and O.5
degree (Ae), respectively. These resolution powers are
apparently improved than that !n the analysis proposed
in the latest report (AY==O.02pixel/frame, AO=3
degree) (i5).

Tabble1 Data of speed and direction ef respectine moving
       panicles in the coputer simulatien.
 ts

particlelNO.i' sveedidiv(;}txellframe)le
rectson
(degree)

il' 1.0

,Tl O.11I 7.0

3i. O.E7ii 13.0

4I O.23il 19.0

-lol o.2gl, 25.e

61•! 31.e

71Å} o.41ll 37.0
,IÅ}

43.0
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Result of analysis of the artificial image. ( a ) Obtained

optical fiow. Given motion of particles are illustrated by

solid circle (start position) and broken circle (end

position). (b) Histograms of speed-distribution and

angle-distribution of obtained optical fiow. True data

are indicated by arrows in the figure.

5. ConcludiBgRemark$

   In this letter, we propose the exact rnethod deter-
mining optical flow. The validity of the method is
confirmed by computer simulation. Comparing to the
interpolation technique proposed in our latest report, the
resoltttion power of opÅíical fiow is improved. A detailed

comparison between our improved method and others
will be reported in near future. An application to real
world scenes will also be presented in the next report.
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