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Abstract: The present paper proposes an objective-based reinforcement learning system for multiple autonomous mobile
robots to acquire cooperative behavior. The proposed system employs profit sharing (PS) as a learning method. A major
characteristic of the system is using two kinds of PS tables. One is to learn cooperative behavior using information on
other agents’ positions and the other is to learn how to control basic movements. Through computer simulation and real
robot experiment using a garbage-collection problem, the performance of the proposed system is evaluated. As a result, it
is verified that agents select the most available garbage for cooperative behavior using visual information in an unknown
environment and move to the target avoiding obstacles.
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1. INTRODUCTION

Reinforcement learning is a method that agents will
acquire the optimum behavior by trial and error by being
given rewards in an environment as a compensation for
its behavior [1], [2]. Most of studies on reinforcement
learning have been done for a single agent learning in
a static environment. The Q-learning which is a typical
learning method is proved that it converges to an opti-
mum solution for Markov Decision Process (MDP) [3].
However, in a multiagent environment, as plural agents’
behavior may affect the state transition, the environment
is generally considered as non Markov Decision Process
(non-MDP), and we must face critical problems whether
it is possible to solve [4].

On the above problems in a multiagent environment,
Arai et al. have compared Q-learning with profit sharing
(PS) [5] using the pursuit problem in a grid environment
[6]. As a result, Q-learning has an instability for learning
because it uses Q values of the transited state in an up-
dating equation. However, PS can absorb the uncertainty
of the state transition because of cumulative discounted
reward. Therefore, they concluded that PS is more suit-
able than Q-learning in the multiagent environment [6],
[7]. Uchibe et al. have presented the capability of learn-
ing in a multiagent environment since relation between
actions of a learner and the others is estimated as a local
prediction model [8]. However, PS has a problem of in-
adequate convergence because PS reinforces all the pairs
of a state and an action irrespective of the achievement of
a purpose [9].

The present paper presents an objective-based rein-
forcement learning system for multiple autonomous mo-
bile robots to solve the above problem and to create co-
operative behavior. The performance of the proposed
system is verified through computer simulation and real
robot experiment.

2. PROPOSED SYSTEM

2.1 Architecture

The present paper presents an objective-based rein-
forcement learning system as illustrated in Fig. 1. The
proposed system is composed of three parts; an action
controller, a learning controller and an evaluator. The
feature of the system is to divide behavior of an agent
into cooperative and basic behavior to learn separately.
The learning of cooperative behavior is using information
of the other agents’ positions and the present state. The
learning of basic behavior is to learn how to control own
basic behavior like go forward or turn right. In a general
learning method, when an agent acquires a reward it can
hardly estimates own action whether it can cooperate or
not. To solve this problem, the proposed system divides
behavior into two kinds of behavior and each one is eval-
uated using different criteria.

Fig. 1 Architecture of the proposed system.
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2.2 Action controller
An action is selected by the Boltzmann distribution. It

is defined by the weight w(s, a) of rules created by the
pairs of a state s and an action a.

B(a|s) =
ew(s,a)/T

∑
b∈A ew(s,b)/T

, (1)

where B(a|s) is a probability selecting action a at state
s, T is a positive temperature constant and A is a set of
available actions.

2.3 Learning controller
The PS is employed as a learning method for an agent.

w(s, a) = w(s, a) + f(t, r), (2)

where t is a time, r is a reward and f(·, ·) is a reinforce-
ment function. In the present paper, the following func-
tion is used as function f .

f(t, r) = rγtG−t, (3)

where γ is a decay rate and tG is a time in the goal state.
Equation (3) satisfies the rationality theorem of PS which
guarantees successful convergence [10].

2.4 Evaluator
The different criteria are prepared for cooperative and

basic behavior. This is because one can judge whether
success and failure of agent’s behavior come from coop-
erative behavior or basic behavior.

3. EXPERIMENT

The proposed system was applied to a garbage-
collection problem which is one of the standard multi-
agent tasks. The performance of the proposed system is
evaluated through computer simulation and real robot ex-
periment.

3.1 Problem setting
In a field, there are two agents, some garbage and one

trash can, and then agents must collect all the garbage and
take it to the trash can.

As shown in Fig.2, an input for the agent is classified
into nine sub-states, combinations of three sorts of ori-
entations (left, front or right) and three sorts of distances
(near, middle or far).

The action of agents is evaluated using four kinds of
criterion as shown in Table 1. In this table, © means
reward or punishment is considered and × is not consid-
ered.

3.2 Computer simulation
A simulation field is a 21x21 grid world and there are

10 garbage, 2 agents and 1 trash can in the field as shown
in Fig.3. One trial is defined as until all garbage are col-
lected, and 100 trials are considered as one episode. The
number of average steps is calculated after repeating 100
episodes. At this time, w(s, a) are initialized for each
episodes. To verify the effectiveness of the proposed sys-
tem, it is compared with the standard PS system (conven-
tional system).

middle

far

left      front     right

near

(a) State classification in computer
simulation

left     front       right

near

far

middle

(b) State classification in real experiment
Fig. 2 State classification.

Table 1 Definition of reward and punishment.

condition
cooperative
action

basic action

Reward: an agent
arrives at the target
garbage or the trash can

© ©

Punishment: an agent
decide the same garbage
with other agents

© ×

Punishment: an agent
bumps obstacles

× ©
Punishment: an agent
loses the target

× ©

Figure 4 and Table 2 show the result of the computer
simulation. In the case that one agent can observe the
other, the agent using the proposed system learns faster
than the agent using the conventional system. From this
result, it is shown that the proposed system realizes coop-
erative behavior. However, when the agent is compared
with the agent which is using the conventional system
and do not observe the other agent, the performance of
the proposed agent is similar to that of the conventional
agent.

Figure 5 illustrates cooperative behavior observed in
the experiment in which agent observes the other one.
After agent 1 took garbage to the trash can (Fig.5(a)), it
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Fig. 3 Initial position of two agents (©), ten garbages
(�) and one trash can (shaded �).
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Fig. 4 Performance comparison of the proposed and
conventional systems.

Table 2 The average number of steps in the final trial.

observable non-observable

conventional method 118.7 111.1
proposed method 113.3 123.8

(a) Agent 1 arrives at the trash 
can.

(b) Agent 1 moves to the 
garbage opposite to agent 2. 

Fig. 5 An example of cooperative behavior acquired in
the proposed system with observing the other agent.

(a) Agent 1 arrives at the trash 
can. Agent 2 moves to the 
garbage on the upper left side. 

(b) Agent 1 selects the same 
garbage with agent 2. 

(c) Agent 2 picks up the target 
garbage. Agent 1 increases the 
number of steps because of a 
waste of time-steps. 

Fig. 6 An example of cooperative behavior acquired
in the proposed system without observing the other
agent.

do not select the garbage near agent 2 as the object, but
another one opposite to agent 2 (Fig.5(b)). Such behav-
ior often occurred after learning with observing the other
agents. On the other hand, Fig.6 depicts cooperative be-
havior without observing the other agent. After agent 1
reached the trash can (Fig.6(a)), as it selected the garbage
which are also targeted by agent 2 (Fig.6(b)), it is clear
that the number of steps is increased because of a waste
of time-steps (Fig.6(c)).

3.3 Real robot experiment
Two Khepera robots (K-Team) [11], an image pro-

cessing board (IP7000BD), a color CCD camera (DCC-
2010N) and a robot control PC are used in the experi-
ment. An experiment field is a 1[m]×1[m] square sur-
rounded by white walls and there are five garbage, two
robots and one trash can as shown in Fig.7.

The following three kinds of the experiments were
conducted to evaluate the learning ability of the proposed
system.

Exp. 1: The robots are controlled using the learned
weights in the simulation, which are not updated
during Exp. 1.

Exp. 2: The robots are controlled using the learned
weights in the simulation, which are updated during
Exp. 2.

Exp. 3: The robots are controlled using the learned
weights in Exp. 2 after the initial position of robots
is changed.

Table 3 shows that the number of average steps in Exp.
2 is decreased compared with that in Exp. 1. Thus, the
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Fig. 7 Initial position of two agents (©), five garbages
(�) and one trash can (�).

learned weights in the simulation are available for the real
robot environment, and furthermore, the proposed system
can learn flexibly in real environment. On the other hand,
the number of average steps in Exp. 3 is not increased
compared with Exp. 2. Therefore, the weights learned
in real environment are applicable to different environ-
ments, and this shows that the proposed system is robust.

Table 3 The average number of steps in Exp. 1 to 3.

average number of steps

Exp. 1 201.9
Exp. 2 178.2
Exp. 3 161.1

4. SUMMARY

The present paper has proposed the objective-based
reinforcement learning system for multiple autonomous
mobile robots to acquire cooperative behavior. In the
proposed system, robots select the most available target
garbage for cooperative behavior using visual informa-
tion in an unknown environment, and move to the target
avoiding obstacles. The proposed system employs profit
sharing (PS) and a characteristic of the system is using
two kinds of PS tables. One is to learn cooperative behav-
ior using information on other robot’s positions, the other
is to learn how to control basic movements. Through

computer simulation and real robot experiment using a
garbage-collection problem, it was verified that the pro-
posed system is effective compared with the conventional
system.
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