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Abstract. We formulate the Bayes optimum watermarking decoder and
derive sub-optimum decoding algorithms for spread spectrum digital im-
age watermarking. The optimum decoder can be obtained by consider-
ing the posterior probability under the Gaussian assumption for noise
and attacks. The amount of calculation for the decoder is NP-hard.
We, therefore, need to derive sub-optimum decoding algorithms in order
to decode the watermarks. The proposed decoders are multiple water-
marks decoders that estimate the multiple watermarks at the same time.
These methods base on the multi-stage demodulation method and the
partial interference cancellation method, which are two of the CDMA
multiuser demodulation methods. We apply them to the digital water-
marking scheme. When the original image is blind, the image itself is
regarded as noise. We, therefore, evaluated bit error rates for both cases
that the original image is informed and blind. As a result, we found both
of the multi-stage watermark decoder and the partial interference can-
cellation decoder are effective for watermarking. The latter has better
performance than the former.

1 Introduction

Misuse of the digital contents emerge as a social issue. The copyright informa-
tion attached additional headers of the digital contents does not work well for
copyright protection. The digital watermarking is one of the solutions for these
problems.

The basic idea of the digital watermarking is that some hidden messages or
watermarks are invisibly embedded in digital cover contents. The cover contents
are images, video, audio, and so on. There are a lot of embedding schemes.
For images, either watermarks are simply embedded by adding the watermarks
to the cover content, or the cover content are transformed by discrete cosine
transform (DCT) or wavelet transform, and then the watermarks are embedded
in its transform domain [1-4]. On the other hand, in order to keep a secret,
watermarks are encrypted or spread. The spectrum spreading method is one of
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efficient methods with robustness. The maximum likelihood estimation [5, 6] and
the maximum a posteriori probability (MAP) estimation [7,8] have been used
on existing methods.

Cox et al. [1-3] proposed a method based on the communication model. The
watermark sequences are chosen independently according to Gaussian distribu-
tion, and then are embedded in spatial or transform domain. Since embedded
sequences can be generated by independent and identically distributed [2,9],
multiple watermarks can be embedded into the same pixel, since they become
almost orthogonal. The phrase “multiple watermarks” in this paper means that
some spread messages or watermarks are accumulated on the same pixel. Cox et
al. [1-3] performed the multiple watermarks by computer simulations. However,
no decoder for multiple watermarks has been discussed in theory, because of
multi-watermarks interference.

In this paper, we formulate the Bayes optimum watermarking decoder for
spread spectrum digital image watermarking. The optimum decoder can be ob-
tained by considering the posterior probability under the condition of the Gaus-
sian assumption for noise and attacks. Unfortunately, the amount of calculation
to decode all embedded watermarks is NP-hard. We, therefore, need to derive
sub-optimum decoding algorithms. We derive sub-optimum decoding algorithms
from the optimum decoder. In this manner, because of theoretical difficulty, we
consider simple watermarking model, that watermarks are simply embedded into
image domain.

We consider decoding algorithms for the spectrum spreading method. This
method is also now used in Code Division Multiple Access (CDMA)[10-13]. In
the CDMA, more than one user can transmit their information at the same time
and within the same cell. Therefore, multiuser interference need to be consid-
ered for the CDMA multiuser demodulator problem. Recently Bayes optimum
solutions have been proposed on statistical mechanics. The maximum poste-
rior marginal (MPM) estimation is the Bayes optimum [14]. Tanaka has evalu-
ated this problem by the replica method [14-16]. The demodulation methods of
CDMA have been proposed by applying a dynamical theory of Hopfield model
[17-19]. As in the case of CDMA, statistical-mechanical approaches are pro-
gressing in several fields, e.g., image restoration [20, 21], coding theory [22,23],
rate distortion [24], etc. Now, we are addressing theoretical analysis of the digi-
tal watermarking model. It is important for the digital watermarking to model,
formulate, and derive decoding methods.

By applying the demodulation methods of CDMA to watermarking, multiple
watermarks can be decoded simultaneously. Moreover, since multi-watermarks
interference can be reduced, bit error rate for watermarks will be improved.
From a theoretical viewpoint, distinction between CDMA and watermarking is
on assumptions for noises. Channel noise in the CDMA is usually assumed to
be independent or thermal noise. In the watermarking, artificial noises occur
by illegal users. They are correlated noises, e.g., image noise, block-noise, and
distortion. Although the assumption for noises should not intrinsically be Gaus-
sian, almost all of cases would be intractable. Moreover, when the type of attacks
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might be blind, we could not formulate its model. Therefore, we have no other
choice but to assume the Gaussian assumption. Then, we evaluate decoding
performance of the proposed decoders by simulations and theory.

Section 2 outlines our watermarking model. Section 3 describes the Bayes op-
timum decoder for multiple watermarks, and drive computable multiple decoders
in Sec. 4. Section 5 shows results obtained by theory and computer simulations.
Section 6 concludes our methods.

2 Mathematical Model of Watermarking

2.1 Embedding Procedure

A gray scale image is divided into IV pixels per a block. We don’t mind how to
divide it if there are no overlaps between blocks. For example, each block may
consist of 8 x 8 pixels, or 64 x 1 pixels by raster scanning. We only assume the
block length stays constant for all blocks. Since each block is processed in turn,
we refer only to one block in detail.

Image block consisted of N pixels is represented as I = (Iy,I,---,1 N)T.
Hereinafter, we refer to this image block as just image. K-bit messages s =
(s1,82, --,5K)T are embedded to original image in layers, where s; = +1. The

diagram of embedding procedure is shown in Fig. 1. The each bit of messages,
si, is spread by specific spreading code &, = (&},¢2,---,¢N)T. The chip rate
or length of the spreading codes is equal to IN. The each elements of spreading
codes ¢! takes 1 with probability

Pl =41 = 5. M

Here, we notice (£/)> = 1. The spreading codes are usually generated by PN
sequence generator. We do not mind their generating methods as long as they
satisfy (1).

A watermark to be embedded at the uth pixel, w,,, is represented by

K
’LUM:ZfZHSi, N:1727"'7N7 (2)
=1

which is sum of spread messages. The stego image X is made by adding the

watermarks w = (wy,ws, -+, wy)T to the original image I, that is,
Xy=Fo (I +wy) (3)
~ I, +wy, +noy, (4)

where a function Fp is the function which limits each pixel value to interval
[0,255]. We assume embedding error can be represented as noise ng, by linear
approximation. In this way, the stego image X is generated and is distributed
widely.
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Fig. 1. Diagram of spreading and multiplexing of embedded watermarks.

2.2 Attack

The stego image X is usually attacked by illegal users. The attacks by lossy com-
pression, band-pass filter, geometrical distortion etc. are represented as noises.
Since there are a lot of different kinds of attacks, we should intrinsically con-
sider each case of the attacks. These effects cannot be represented as Gaussian
distributions. Even if we can represent them by specific distributions, they may
be intractable for many cases. Considering we want to formulate the Bayes opti-
mum decoder, we can introduce the Gaussian assumption. This case is on good

condition for decoder. So, now tampered stego image X is given by

X, = X, 4+ ni,. ()

From (4), by combining the noise ng, and n;,, we obtain

X, =1, +w, +n,, (6)
Ny = Noy + Ny (7)
In the following discussions, we assume that noise n, obeys the Gaussian distri-

bution A(0,02) and the noise is independent of both the original image I, and
the watermark w,,.

2.3 Informed Decoder

The watermarks are decoded from the tampered image. When the original image
is known, extracted information r, is calculated by subtracting the original image

I, from the tampered image X u, that is,

%L, ®)
= w, + ny. (9)
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By multiplying r,, by the corresponding spreading code &,, the output of corre-
lator, h;, is given by

1 N
=% me (10)
= s+ —ZZ&“&“& + —Zf“nﬂ, (11)
p=1 j#i

where the second term of right-hand side in (11) is multi-watermarks interfer-
ence term and the third one is the noise term. Then, the estimate value of ith
watermark, §;, is given by

8i = sgn (hi), (12)

where a function sgn(h) is the signum function given by

+1, h20
sgn(h) = {_1 heo" (13)

The method that each watermark is independently estimated is called a single
decoder like a single-user demodulator in CDMA.

2.4 Blind Decoder

When the original image is unknown or blind, there are two ways to decode the
watermarks: direct inference without estimating the original image and double
inference with estimating the original image and watermarks. In the former case,
the tampered image X, itself becomes the extracted information r,, that is,

ry =X, (14)

The output of correlator, h;, becomes

N
hiZNz:: (16)

1
1 Y 1 Y 1 Y
= — ffgfsj+— &'y + =) &', (17)
TN ‘ N & N &
iy - -

where the fourth term in (17), which differs from (11), is image noise term.
Since I, takes larger value than value of watermarks, it is hard to estimate the
watermarks properly.

As the other method, we can infer an estimated image from the tampered
image X,,. The estimated image I, can be reconstructed by some filtering and so
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on. Then, the extracted information r, is calculated by subtracting the estimated
image I, from the tampered image X, and is given by

T”:)fzu_fu (18)
—wy+ny+ I, — L. (19)

Therefore, the output of correlator, h;, becomes

1,
hi:N;gi T (20)

1 N K 1 N 1 N
— g - el - n o mn 7
IR AR PP PR

=1 j#i

Whenever the estimated image I . 1s similar enough to the original image I,,, the
image noise term of (21) can be reduced.

3 Optimum Multiple Watermarks Decoder

Since 1-bit message is spread by N-bits spreading codes, the embedded capacity
or payload decreases to 1/N. On the other hand, by spreading the messages,
more than one messages can be embedded at the same pixel in piles. In this case,
multi-watermarks interference cannot be eliminated. We, therefore, consider how
to eliminate this interference.

The multi-watermarks interference term consists of messages s; and their
corresponding spreading codes &;. The spreading codes are available for owner,
but information regarding the messages is blind. Therefore, the effect of the
interference term can be decreased by using both estimated messages § and
the spreading codes &;. Multiple watermark decoders such that all estimated
messages are used to infer them simultaneously corresponds to the multiuser
demodulators method in CDMA [14-16]. The Bayes optimum decoder can elim-
inate the multi-watermarks interference. Now we formulate multiple watermarks
decoder under the Gaussian assumption. Let us start to calculate the posterior
probability of messages s, given the extracted information r.

3.1 Posterior Probability

In the multiple watermarks decoder, we start to obtain the posterior probability.
Since the estimated image I,, can be reconstructed by mean filter or Wiener filter
and we guess it is similar enough to the original one, we assume the original image
is informed for simplicity. From (2) and (19), the noise term becomes

K
Ny =Ty — fosi, (22)
i=1
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and obeys Gaussian distribution,

\/2mo?

The conditional probability of the extracted information r, given the true mes-
sages s, is given by

P(n,) = ! exp l— %1 . (23)

N

Prls) = [] P(ruls.€) (24)
ﬂ N K 2
X exp | — = Z( ZE”&) ) (25)

where 02 = N/fs. From Bayes’ theorem, the posterior probability of messages
s, given the extracted information r, is given by

P(s|r) = % (26)
P9 P(s)
=S, P @) P (@) @)

The prior probability of the messages, P(s), is assumed to be uniform distribu-
tion, that is,

P(s) =27K. (28)

Therefore, the posterior probability is given by

N K 2
P(s|r) = %GXP —%; (Tu - ;ffsz> . (29)

where we set in a parameter 3 instead of true parameter 35, since true parameter
is unknown for decoder. And also Z(r) is defined as

N 2
Z(r) =) P(s)exp —£Z< Z&"&) : (30)

S pn=1

where summation over s is defined as

=2 2 ) (31)

S$1= +1 S2= +1 SK = +1

Therefore, the performance of the multiple watermark decoder can be evaluated
as the multiuser demodulators in CDMA [14-16]. The maximum a posteriori
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(MAP) estimation and maximum posterior marginal (MPM) estimation can be
applied to infer the messages s. The estimated values by the MAP and MPM
estimations are given by

MAP — arg mgxP (slr), (32)
SMPM — arg max P (s;|r) , (33)
where probability P (s;|r) is a marginal probability given by

P(silr) = 3 P(slr), (34)

S\Si
where summation } g, ,, is summation over s excepting s; and is defined as
S\si s1==1 si_1==+1 8i+1:i1 sg==1

The MPM estimation is to find the code which maximizes marginal posterior
probability P (s;|7).

The MPM estimation is Bayes’ optimum estimation [14]. We, therefore, con-
sider decoding algorithm inferring the messages s by the MPM estimation. From

(33), estimated messages $M"M can be calculated by
SA?/IPM = sgn ( Z SZP(Sll’I")> (36)
s;==+1
= sgn ((si)) , (37)

where (s;) is average over the posteriori distribution and is defined as

Zsi:il SZP(sllr)
25;:i1P(8i|r)

As mentioned above, we could formulate the Bayes optimum multiple water-
marks decoder.

The estimation error is measured by the bit error rate P,, which is defined
as

(s:) = (33)

1—- M
Py= —5—, (39)

where M is a overlap or degree of coincidence between the true messages s; and
the estimated messages §;, and is defined as

1 .
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Fig. 2. Decoding procedure for multiple watermarks.

The MPM estimation is optimum, but unfortunately its computational com-
plexity is NP-hard in the number of messages. Its proof is given by the case of
CDMA [10]. In other words, if one decoded watermarks using (37), enormous
number of computational time might be required in order to calculate the pos-
teriori probability. Therefore, dynamics or computation algorithm such that it
achieves one of optimum or sub-optimum solutions should be considered.

4 Decoding Procedure

We propose multiple watermark decoders on the basis of the Bayes optimum
decoder. Decoding procedure is shown in Fig. 2. We obtain the extracted infor-
mation r,, by (18) using the estimated image I u, Whose image is reconstructed
by mean filter. Then, the output of correlator, h;, is obtained by (20). At the
initial states, the estimated message 87 is given using the single decoder by

39 = sgn (hy) . (41)

Next, we consider how to reduce the multi-watermarks interference. Since the
optimum decoder is hard to compute, we need step-by-step algorithms whose
computational time is relatively small.

4.1 Multiple watermark decoders

From (29), we obtain the posterior probability in the form of Hamiltonian or
energy function, H(s):

P (s|r) ocexp[-BH(s)], (42)

H(S) = 5 JijSiSj - Z hisl-, (43)
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where J;; is defined as

L
Jij = ¥ ;ffﬁf (44)

According to (32) and (33), maximizing the posterior probability P (s|r) cor-
responds to minimize the Hamiltonian H(s). We, therefore, obtain following
equation by the steepest descent method,

8H Z Jijs;. (45)
J#i

The steepest descent method can find one of optimum or sub-optimum solutions,
since it stops at the local minimum.

We consider discrete dynamics, and introduce the multistage watermark de-
coder is obtained by

K
§ =sgn | hi— > Jiidh |, (46)
ji
where 8! represents estimated message at the t-th stage. This basic idea has
been appeared in the CDMA multiuser demodulation problem as a multistage
demodulator [11,12,18].

The reliability of estimation for early stages in the multistage watermark
decoder (46) is low due to noises and use of the single decoder. Therefore, a
interference cancellation parameter P; is introduced to the multi-watermarks
interference term. The partial interference cancellation method is proposed in
the CDMA [13,25-28]. The parameter P; takes initially small value, and then it
becomes large value with time for increasing reliability. The estimated message

at the (¢ + 1)th stage, /', in the partial interference cancellation decoder is
given by
K
§§+1 = sgn hl — Pt Z ngz . (47)
J#i

At the initial stage, 8 is given by (41). When we put P, = 1 for all stage, it is
equivalent to the multistage watermark decoder (46).

4.2 Theory

In the CDMA, the performance of the partial interference cancellation method
is analyzed under the assumption that noises obey Gaussian distribution by the
statistical mechanics [18,19]. Mizutani el al.[18] proposed a decoding algorithm
assuming that the last one step correlation between stages is only effective, and
correlations between other stages can be ignored.



LNCS 5973, pp.231-247, 2010 11

According to the CDMA, we analyze the performance for multiple water-
marks estimation. The variance of the noise is o2. We consider the large-system
limit K — oo and N — oo, while the ratio g = K/N is kept finite. We define
variance V' as sum of the variance of the noise, 02, and the ratio 3

V=3+02. (48)

Under the random spreading assumption and the large-system limit, we redefine
the bit error rate as P{ ! for time evolution. The value of P/ is to be evaluated
by the following recursive formulas:

My = Z 1+ )\QJ\/It_l erf (1 il Gl Aptgl)PtUt> ) (49)
A==+1 2Vt
V2=V -2P,C; + P2S?, (50)
L+ My {1-(1-P_ NRU)
U1 = B}\Zzgl W [ QVtQ ) (51)
Cr=BM; + U (V= P_1Cy_1), (52)
=B+ UZVE, +2BUM; (1= P_iMy_y), (53)

where erf(z) is the error function, which is defined as

erf(x \/_ / exp | d (54)

For the initial stage ¢t = 0, equations are given by

M_1 = C—l = 531 = 0, (55)
1

My = erf , (56)

2V2
[ 2 1
UO - ﬁ 71_‘/:21 exp [_ 2V_21:| ) (57)
1-F

M, = erf [ 12Tl , (58)

2V2

[ 2 1— PyUp)?

The parameter P; for the partial interference cancellation decoder is given by

UtV(Ptfl -+ ].) - C;
UiCy(P—y + 1) — StQ ’

P, = (60)

and for the multistage watermark decoder it is P, = 1. For the detailed deriva-
tion, refer to [18].
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5 Simulation Results

We proposed the decoding algorithms for multiple watermarks using spreading
codes. In order to evaluate the performance of the multistage watermark decoder
and the partial interference cancellation decoder, we analyze the bit error rate
Py for number of multiple K using SIDBA GIRL. The length of the spreading
codes is N = 256 x 1, and the variance of noise is 02 = 64, i.e., the noise obeys
the Gaussian distribution N (0, 02).

5.1 Results for informed decoder

In the case that the original image is known and attacks can be AWGN, the bit
error rate P, is evaluated. Figure 3 shows P, for stage ¢. Solid lines in Fig. 3 (a)
represent results obtained by computer simulations of the multistage watermark
decoder. Broken lines represent theoretical values by time evolutions of equa-
tions (49)—(53), where P, = 1. The result of initial stage denoted by ¢t = 0 is
obtained by the single decoder. From Fig.3 (a), the multistage watermark de-
coder improves the bit error rate rather than the single decoder for K = 128 or
less. For K = 160, the single decoder gives better result, since estimation error
becomes large due to iterative calculation.

Solid lines in Fig. 3 (b) represent results obtained by computer simulations of
the partial interference cancellation decoder. Broken lines represent theoretical
values by time evolutions of equations (49)—(53), where P, is given by (60). The
result of initial stage denoted by ¢ = 0 is obtained by the single decoder. From
Fig.3 (b), the partial interference cancellation decoder improves the bit error
rate rather than the single decoder for K = 192 or less. For K = 256, it cannot
improve because of estimation error. Comparing these two decoders, the partial
interference cancellation decoder has better ability than the multistage water-
mark decoder, since the interference cancellation parameter P; is introduced.

5.2 Results for blind decoder

In the case that the original image is blind, the bit error rate P, is evaluated.
We apply mean filter to the tampered image in order to obtain estimated image
I. Figure 4 shows the bit error rate P, for stage t, using the partial interference
cancellation decoder. Figure 4 (a) shows results of the case that no estimated
image is used, i.e., the extracted information is r, = X u from (14). Figure
4 (b) shows results using the estimated image I, i.e., Ty = )N(u — IAM from (18).
Solid lines represent results obtained by computer simulations, and broken lines
represent theoretical values by time evolutions of equations (49)—(53), where P,
is given by (60). Since we take into account the one step correlation in theory
in 4.2, these results agree for the first few steps. Without estimated image, the
performance of the partial interference cancellation decoder becomes worse than
the single decoder in steps. This reason is that estimation error becomes large
due to iterative calculation. Because of using the estimated image, it keeps a
good performance.
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p, 02

0 2 7! 6 § 10 12 14
t[stage]
(a). multistage watermark decoder
P, 0.2

K=256

0 2 ! 6 g 10 12 14
t[stage]
(b). partial interference cancellation decoder

Fig. 3. Bit error rate P, for stage ¢ in case of original image is known, where (a).
K = 64,96,128,160 and (b). K = 64,128,192,256. Solid and broken lines represent
results by computer simulations and theory, respectively.
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Table 1. Bit error rate P, at stage t = 0 (single decoder) and ¢t = 14 (multiple decoder).

Girl Moon Aerial Facs Title
t=0t=14[t =0[t =14[t =0[t = 14[t = 0]t = 14[t = 0]t = 14
K =8 [|0.075]0.068 [0.085] 0.080 [0.150] 0.150 [0.190] 0.181 [0.364]0.379"
K =64 /0.117]0.091 [0.128] 0.106 |0.186] 0.175 [0.210] 0.203 |0.366|0.430"
K =96 /0.140] 0.113 [0.153] 0.126 |0.201] 0.189 [0.227]0.234|0.3680.445"
K =128]0.162] 0.130 [0.167] 0.139 |0.213]0.223"|0.240[0.262"|0.368[0.446"

We also evaluate our method by others images; SIDBA Moon, Aerial, Facs,
and Title. Figure 5 shows results for these images by computer simulations using
estimated images and by theory of partial interference cancellation decoder, and
Table 1 shows the bit error rate P, at stage t = 0 for the single decoder and at
stage t = 14 for the multiple decoder by computer simulations. In cases when the
results by the multiple decoder become worse than those by the single decoder,
we put mark * on values. For low load case, namely, small K, the multiple
decoder improve the bit error rate. Since we use mean filter, the performance for
natural images, e.g., Moon and Aerial, is better than artificial ones which have
lots of edges. The result for Title in Fig.5 (d) shows the worst case. Brightness of
the image takes 0 and 255 in many pixels, and then embedding errors have been
occurred. However, for many images, multiple watermarks decoder is effective
as estimated image in terms of the bit error rate.

6 Conclusions

By spreading watermarks using spreading codes, the watermarks can be con-
cealed, and they can also have error correcting capability. Although the payload
decreases to 1/N without multiplexing, multiple watermarks can be embedded at
the same pixel. We considered the decoding algorithms for multiple watermarks,
and evaluated their performances using the bit error rate.

For multiple watermarks, the problem is how to estimate all messages si-
multaneously. We formulate the Bayes optimum decoder under the Gaussian
assumption. Since the optimum decoder is NP-hard, We derive dynamics or
computation algorithms as multiple watermarks decoders. We introduced the
multistage watermark decoder and the partial interference cancellation decoder
for watermarking. Since watermarks are embedded in an image, image noise
needs to be taken into account in the blind case. Therefore, we analyzed both
cases that original image is informed and blind. We reconstructed estimated
image by using mean filter.

When the original image is informed, the partial interference cancellation
decoder is better than the multistage watermark decoder, and both two decoders
are better than the single decoder. When the bit error rate of the initial stage is
large, estimation error may become large. When the original image is unknown
or blind, the partial interference cancellation decoder is not effective without



LNCS 5973, pp.231-247, 2010 15
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0 2 7 6 8 0 12 14
t [stage]
(a). case without estimated image: r = X
0.5
Po

0.4}

0.3+ 1
K=96 K=128 —— simulation

5 q 6 8 70 12 ip!
t [stage]

(b). case with estimated image: r = X1

Fig. 4. Bit error rate P, for stage t in case of original image is blind, (a). in case without
estimated image, and (b). in case with estimated image. Solid and broken lines represent
results by computer simulations and theory, respectively, where K = 8,64, 96, 128.
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t[stage] t[stage]

(c) Facs (d) Title

Fig. 5. Bit error rate P, in case with estimated image for various images; (a) Moon,
(b) Aerial, (c) Facs, and (d) Title. Solid and broken lines represent results by computer
simulations and theory, respectively, where K = 8,64, 96, 128.

estimated image. However, using the estimated image, which is reconstructed by
mean filter, the performance by the decoder can be improved enough.

We consider a simple watermarking model in order to discuss optimum or
sub-optimum decoders. For practical use, more elaborate procedure is required
as we all know. For statistical-mechanical approach, these cases are interesting
problems.
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