
 This chapter examines factors leading to juvenile recidivism (hereinafter referred to as 

“recidivism factors”). 

 To study recidivism factors, the offending juvenile must be tracked to determine whether repeat 

offenses occur, and thus, data enabling such tracking is required. 

 First, what exactly constitutes delinquency needs to be considered; furthermore, what is deemed 

as recidivism needs to be considered. The first question links directly to the subject of our analysis, while 

the second question could be viewed as the problem of formulating an operational definition of 

recidivism. 

Subject of Analysis and Review of Previous Research on the Definition of Recidivism 
 Focusing on these points, a review of previous research pertaining to domestic recidivism factors 

can be classified into three types. 

 The first type is research focusing on juveniles arrested by police. In this type of research, further 

arrests are generally perceived as recidivism. While this research generally comprises studies tracking 

delinquency over a predetermined number of years and studies that conduct tracking until adulthood, 

some studies, such as that conducted by Mugishima and Matsumoto (1966), extend the tracked period 

until after adulthood. 

 The second type is research that targets juveniles placed in juvenile detention centers. In this 

type of research, merely being placed in a juvenile detention center generally constitutes recidivism. 

While few in number, some studies, such as those by Sato et al. (1985) and Okamoto (2002), conduct 

tracking into adulthood. 

1 This paper is the English translation of chapter 8 of the author's original book in Japanese published in 2013, 
whose title is Gendai Nihon no Shonen Hiko. The author thanks Crimson Interactive Pvt. Ltd. (Ulatus) – 
www.ulatus.jp for their assistance in manuscript translation and editing. The papers translating chapters 1 7 of 
that book are Okabe (2016) and Okabe(2017). 
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 The third type is research that studies juveniles placed in reformatories. There are many 

examples of this type of research, and the definition of recidivism is centered around placement in a 

reformatory, or re-placement into a facility, including prison. While also few in number, some studies, 

such as those by Kayaba et al.(1986) and Kayaba et al.(1987), also follow cases into adulthood. 

 In addition to these three types of research, there are also studies of juveniles with cases pending 

in Family Court (Nagoya Family Court 1996); however, this type of research has not yet been sufficiently 

accumulated.2

 All these studies have strengths and weaknesses. The greatest strength of the second (juvenile 

detention centers) and third (reformatories) types is that they enable acquisition of evidence for 

determining suitability of considering differential judgment and treatment (Yuma and Kanazawa 2001; 

Yuma and Kashiwagi 2007). 

 Furthermore, juvenile detention centers and reformatories have abundant information about the 

range of living environments for individual juveniles as well as about individual behavior and awareness. 

One advantage of these studies is the ability to research multilaterally various factors believed to lead to 

recidivism. 

 However, juveniles placed in juvenile detention centers represent only about 10% of all the 

juveniles arrested and youth in reformatories represent only about one fourth of that number. In other 

words, the second and third types of research are directed toward studying sample populations largely 

constituted of juveniles with high risk of recidivism to begin with, which must be considered while 

interpreting. For example, only the first type of research studies focus on whether juveniles initially 

arrested for relatively minor offenses, such as shoplifting, will reoffend. 

Review of Previous Research by Analytical Method 
The selection of analytical methods is an extremely important issue in studying recidivism 

factors because the validity of obtained results differs greatly, depending on the analytical method. 

 Much related research released domestically prior to 1980 involved studies using cross 

tabulation to explore the relationship between recidivism and some factors. However, analysis by cross 

tabulation is technologically difficult with multiple factors (Mori and Hanada 2007). 

 Multivariate analysis is needed to clarify these problems. Among the various types of 

multivariate analysis methods, survival time analysis 3  (which introduces explanatory variables) is 

recognized as useful in studying recidivism factors. 

 While various methods are included in survival time analysis, the most representative are the 

Kaplan–Meier Method (Kaplan and Meier 1958) and the Cox Proportional Hazard Model (Cox 1972, 

1975). 

 While this paper provides an overview of these methods later, survival time analysis in essence is 

2 Yamamoto (2008) discusses specific methods for researching delinquency careers utilizing the 
Family Court’s “Juvenile Case Processing System” and demonstrates his own analytical 
examples. The Family Court systematically maintains delinquency records for juveniles that 
include the final disposition classification. Progress of future research is awaited. 
3 Survival time analysis is also referred to as “failure rate analysis” in engineering and “event 
history analysis” in the social sciences. “Survival time analysis” (also referred to as “survival 
analysis”) is its most common name and is often used in medicine and biology (Nakai 2005). 
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a generic name for analytical methods that observe individual differences (in medicine and biology, these 

are individual differences in the survival times of the participants) in the passage of time until a certain 

event occurs; the methods seek factors that influence those differences. In addition to its widespread 

application to medicine and biology since the latter half of the 1960s, and particularly in clinical research 

(validation studies on drug effectiveness, etc.) with humans participants, survival time analysis was also 

used in immunological research to evaluate and determine risk factors for onset of disease, in toxicity 

evaluation using rats and mice for cancer testing, and in reliability engineering to analyze the lifespan of 

systems and parts (Ohashi and Hamada 1995). 

 Survival time analysis application in criminal research began in the 1970s, and its utility has 

come to be widely acknowledged among crime and delinquency career researchers overseas by the latter 

half of the 1980s. The study of crime/delinquency recidivism using survival time analysis is believed to 

have been introduced by Schmidt and Witte (1988). This method was subsequently introduced into Japan 

(Harada 1989a, 1989b, Tsutomi 1991), and was first applied to actual data in domestic criminal research 

by Harada and Tamura (1990). 

 While subsequent domestic research has not progressed much, noteworthy research findings 

have surfaced in recent years, including Yuma and Kanazawa (2001), Mori et al. (2004), Yuma et al. 

(2006), Watanabe (2007), Mori and Hanada (2007), Mori and Tsutomi (2007), Yuma and Kashiwagi 

(2007), and Oe et al. (2008). With the exceptions of Mori et al. (2004) and Watanabe (2007), these 

researchers’ participants of analysis were primarily juveniles. Of these (with the exception of Oe et al. 

(2008)), five have examined factors relating to recidivism. Due to reasons mentioned previously, these 

five studies currently represent the most reliable findings related to recidivism factors. 

 Survival time analysis is most useful in researching recidivism factors because it enables use of 

analytical information related to the passage of time before recidivism occurs. Another major advantage 

is that tracking periods do not need to be established. Although cross tabulation and logistic regression 

analyses that set random tracking periods and establish whether recidivism occurs within a given period 

are commonly used in multivariate analysis, the results change in accordance with changes in the length 

of tracked periods. The basis for establishing tracking periods is weak, and these methods are not 

immune from criticism that such settings are arbitrary (Yuma and Kashiwagi 2007). 

 Furthermore, because of major advantages such as the ability to conduct analysis by 

incorporating factors that change over the passage of time and the ability to analyze information for cases 

in which observation has been aborted, 4  survival time analysis is most suited to examination of 

recidivism factors. 

 This chapter’s research goal is to clarify what type of variables and the degree to which these 

variables impact juvenile recidivism. Based on review of previous research, I expect to derive 

conclusions with a high degree of validity and potential for general applicability regarding this question, 

by applying survival time analysis to police department juvenile delinquency record data. 

4 In research that tracks recidivism, the starting point in time for tracking differs with the case, 
and consequently, in many situations, the tracking period varies by case. Even in such 
circumstances, all cases can be incorporated into analysis by using survival time analysis. 
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Data 
 Delinquency records (as of the end of August 2007) from Prefecture B (a prefecture within the 

Greater Tokyo Area) for individuals born between October 1987 and September 1988 were used. These 

records included information about each juvenile and their circumstances, including the date of offense, 

its crime type, and the arrest record for each time that the juvenile was arrested in Prefecture B for a 

Penal Code violation, a Special Law offense, or being deemed likely to commit crimes. Delinquency 

records were provided in electronic data format to the National Research Institute of Police Science (the 

main research body) from police departments in Prefecture B. The author was a principal researcher. 

 In this chapter, research participants were 1,433 individuals, including male juveniles who had 

committed a delinquent act while attending middle school, leading to an initial arrest. The birth date was 

used to determine whether the individual was attending school. Of the 1,433 individuals, the percentage 

rearrested before August 2007 was 38% (548 individuals). The tracking period for criminal careers was 

four years and five months, or three years and five months after graduation from middle school. In terms 

of juveniles’ ages, the longest tracking period continued to the age of 19 years and 11 months, and the 

shortest until the juvenile reached the age of 18 years and 11 months. Due to data restrictions, population 

transfers outside of Prefecture B were not considered. 

 The reason for restricting analysis to subjects currently attending middle school was the desire to 

consider the impact of difficulty adapting to school on recidivism, as will be discussed later. Adding 

cases after graduation from middle school into the analysis would create the need to exclude individuals 

who were not students and thus create a bias in the sample. Furthermore, because the meaning of 

“difficulty adapting to school” is considered to differ depending on academic level, such as elementary, 

middle, or high school, it was determined preferable to limit the analysis to control the impact “difficulty 

adapting to school” has on delinquency. 

 The total number of records (cumulative number of arrestees) was 2,561. In other words, the 

average total number of arrests per individual was 1.8 (2,561 ÷ 1,433). Table 8-1 shows distribution of 

delinquency records by number of occurrences (arrests). 

Table 8-1. Distribution of Delinquency Records by Number of Occurrences 
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Variables Showing Intervals before Repeated Offense 
The operational definition of recidivism is “additional incidents of arrest by police.” Among 

variables showing the interval before a repeat offense is the interval (number of days) after an offense 

leading to initial arrest until another committed offense leading to the next arrest. If there is no record of 

repeated arrests, then it is the number of days from the offense leading to initial arrest until the last day in 

August 2007. The average of these values, or the average number of tracked days, was 451 for 

individuals with repeat offenses and 1,797 for individuals with no repeat offense. 

Candidates for Variables that Explain Recidivism 
 While there are limits on variables that explain recidivism based on the utilized data itself, the 

variables were chosen by primarily referencing the previously mentioned five studies based on survival 

time analysis (Yuma and Kanazawa 2001; Yuma et al. 2006; Mori and Hanada 2007; Mori and Tsutomi 

2007; and Yuma and Kashiwagi 2007). Moreover, each of these previous studies tracked juveniles placed 

in detention centers. 

 The first variable considered was age at the time of offense that led to initial arrest (initial age). 

According to previous research, Yuma and Kanazawa (2001) and Yuma et al. (2006) reported on late 

onset juvenile delinquency, claiming that lower initial ages lead to risk of significantly higher recidivism. 

On the other hand, according to analysis of the same participants (limited to those who received 

differential judgment for referral to reformatories) conducted by Yuma and Kashiwagi (2007), initial age 

at delinquency was not included in optimal models for predicting recidivism. 

 Although existence of a relationship between low age at initial offense and risk of recidivism is 

believed to conform to practitioners’ feelings, whether police department record data actually proves this 

is worthy of verification. 

 The second variable is degree of delinquency at the time of initial offense, which serves as the 

starting point for tracking recidivism. Yuma and Kanazawa (2001) and Yuma et al. (2006) presented 

findings on late onset juvenile delinquency that show juveniles with a history of incarceration in 

reformatories have significantly higher risk of recidivism than juveniles without such history. In addition, 

Mori and Tsutomi (2007) indicated a relationship between history of motorcycle gang affiliation and 

recidivism. In this chapter, binary variables (brutality/violence) are used to analyze whether brutal or 

violent crime was applicable at the time of initial arrest. 

 The third variable pertains to guardians. With regard to late onset delinquency, although Yuma 

and Kanazawa (2001) and Yuma et al. (2006) asserted that recidivism decreases when juveniles 

experience affection toward their parent(s), analysis of the same participants (limited to those who 

received differential judgment for referral to reformatories) reported that this variable deviates from 

optimal models (Yuma and Kashiwagi 2007). Furthermore, Mori and Hanada (2007) concluded that, for 

cases involving first arrest for a serious crime, namely robbery resulting in injury, risk of recidivism 

increases when one parent is not present. 

 While two variables of “parent is present or absent (regardless of death or separation)” and 

“nurturing attitude of parent(s)” are used in this chapter’s analysis, both variables are based on 

determination by police department personnel at the time of initial arrest. The first variable has two 
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possible values “both parents are present” (including adoptive father (mother) and stepfather 

(stepmother)) or “other” (parent(s) is not present). In one case, however, this item was returned as 

“unknown,” and thus, the case was dropped from analysis. With regard to the nurturing attitude of 

parent(s), if either parent was found neglectful, fickle, doting, prone to denial, or practicing excessive 

interference, the case was deemed to have a “problem with nurturing.” 

 The fourth and last variable is “problems adapting at school.” Actually, none of the previously 

mentioned five studies have analyzed this point.5 While the reason for this is unknown, it may be the case 

that this was not perceived as a meaningful variable because many juveniles placed in detention centers 

have problems adapting at school in the first place. 

 However, Harada (1991) who conducted analysis of juveniles arrested by police based on 1970 

BC data observes major significance in the inability to adapt at school as a risk factor for recidivism. 

Therefore, I considered it necessary to include this variable in the present analysis. Individuals deemed to 

have a history of being “negligent in their studies” as determined by police department personnel at the 

time of their initial arrest, were treated as individuals with problems adapting at school. 

 Table 8-2 shows distributions for each variable. Cross tabulations of each variable and 

presence/absence of recidivism are shown in Table 8-3. 

Table 8-2. Distribution of explanatory variables (unit: %) 

5 There is a report regarding intelligent quotients, believed to be associated with inability to 
adapt to school, concluding that the higher the intelligence quotient, the less the likelihood of 
recidivism (Mori and Hanada 2007). 
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Table 8-3. Relationship between value of explanatory variables and recidivism (unit: %) 

 Harada (1991: 48) indicated that “Inability to adapt at school during the middle school period 

exacerbates short-term delinquency limited to the time while attending school.” In this chapter, the author 

seeks to investigate whether this statement applies to subjects of analysis (BCs from October 1987 to 

September 1988). Data used by Harada (1991) are police records from the same prefecture as data used 

in this chapter, which enables convenient comparison of the two different cohorts. 

 For examination, a variable showing whether the individual is currently attending middle school 

(“currently attending” was assigned the value of 1, and “other” was assigned the value of 0—hereafter 

referred to as “attending”) was created,6 and interactions between variable “attending” and “problems 

adapting at school” were postulated. The new variable expressed by accumulation of the two variables 

(“attending * problems adapting at school”) was always 0 for the sample with no problems adapting at 

school; however, for those who had problems adapting to school, the value of 1 was assigned only for the 

6 Using the sample born in October 1987 as an example, the interval from April 1, 2000 to 
March 31, 2003 had a value of 1, while after April 1, 2003 had a value of 0. This type of variable 
is referred to as “a variable that varies with time” (Allison 1984: 37-40). 
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time the individual was attending.  

Analytical Method 
 First, cases were separated into groups according to each candidate variable for explaining 

recidivism (mentioned above). Cumulative survival rate curves for each group were then calculated using 

the Kaplan–Meier method (Kaplan and Meier 1958), and log rank tests for equivalence (Mantel 1966; 

Cox 1972) were conducted. 

 Further, variables with resultant significance from these tests (variables with a recognized 

relationship with recidivism) were input as explanatory variables. Analysis was then conducted using the 

Cox proportional hazards model (Cox 1972, 1975), with the time until recidivism (number of days) as the 

explained variable. Using this method, the impact of each variable was extracted in the form of 

coefficients, and tests were conducted to determine the statistical significance of each variable’s impact. 

The codes for input explanatory variables are shown in Table 8-2, with each variable, other than age at 

the time of initial arrest, as a binary variable.  

 An overview of the Kaplan–Meier method is as follows. Each of an “n” number of study 

participants has a value for the time until a repeat offense is committed or until observation is censored. 

Once subjects are sorted by shortest time value, the survival ratio “pi” (ratio of those who did not 

reoffend) is defined as the time period “ti” until an individual “i”reoffends (or until observation is 

censored). 

If observation is not censored: pi = (n  i) ÷ (n  i  1) 

If observation is censored: pi = 1 

Now, once cumulative survival rates until point in time ti are applied to Pi:

Pi = p1 p2 ... pi

The result is cumulative survival rates derived by the Kaplan–Meier method. Plotting resulting values on 

the vertical axis and time on the horizontal axis, results in depiction of a cumulative survival rate curve 

(“survival curve”). 

 Furthermore, cases for which “observation was censored” in this chapter’s analysis are defined 

as those who were not rearrested by the last day of August 2007. Following common practice of the 

Kaplan–Meier method for the survival curve depicted in this chapter, a vertical line is input at the point 

in time that shows censoring of observation in a case.  

 The log-rank test is an application of the chi-square test approach, which is used as the test for 

independence of the cross tabulations, It determines equivalence based on whether the null hypothesis 

(that the two survival curves depicted for each group are equivalent) is rejected. 

 An overview of the Cox proportional hazards model is as follows. Here, juveniles who did not 

reoffend at point in time “t” are considered. When the probability that a juvenile, at some unknown 

probability, reoffended before the point in time (t + ) is expressed as Pr {t  T < t + }, the resultant (t) 
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is referred to as the hazard ratio (function) that the juvenile did not reoffend by point in time “t.” 

(t) =  

Then, by replacing the explanatory variables that impact recidivism with numerical variables x1, x2, … xk,

the hazard model is expressed as follows: 

log (t) = c0(t)  c1 x1  ...  ck xk

While (t) cannot have a negative value, it can take a value of plus infinity to minus infinity by using 

logarithm. 

 Here, c0(t) shows changes of the hazard ratio with the passage of time. Constants c1, c2, … ck

show the degree that recidivism risk is impacted by the explanatory variable. The standard error and p 

values for these constants can be derived by maximum likelihood estimation. If constant c1 has a positive 

value, the hazard ratio increases with x1. In other words, the larger the value of x1, the more likely that 

recidivism will occur. 

 Furthermore, if all explanatory variables input into the proportional hazard model do not change 

according to time, the modeling prerequisite is that hazard ratios among individuals are uniform 

(proportional hazard) at any point in time. In this chapter, testing of each explanatory variable was 

conducted based on Schoenfeld residuals (Schoenfeld 1982) to verify that there were no violations in 

proportional hazard assumptions. 

 This test is an expansion of the residuals analysis approach in normal regression analysis, which 

holds that rejection of the null hypothesis (that Schoenfeld residual for a given variable does not depend 

on time) equates to violations in proportional hazard assumptions.7

 Survival time analysis incorporating explanatory variables can be done under parametric 

assumptions about hazard functions. However, the proportional hazard model is known to be suitable for 

analyzing the effect of explanatory variables on a hazard (Yamaguchi 1987). 

Analysis using the Kaplan–Meier Method 
 Survival curves by “initial age” are shown in Fig. 8-1. Log-rank testing with the null hypothesis 

of whether the four groups as a whole originate from the same population resulted in a rejection level of 

7 In this chapter, Schoenfeld residuals were first calculated for each variable. Next, rank 
variables in ascending order by survival time were formulated for each case after excluding 
censored cases. Finally, correlation coefficients for Schoenfeld residuals and the same rank 
variable were calculated for each variable. If the correlation coefficient equals 0, it indicates 
that the Schoenfeld residual is not dependent on time. Proportional hazard assumptions were 
verified depending on whether this null hypothesis was rejected.

0
lim }tT t{Pr
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10% ( ²(3) = 6.27, p = 0.099). Furthermore, from these four groups, pairs of two random groups were 

created (in total, six pairs can be created), and the same tests were performed for each pair. The results 

showed that the survival curves differed for each of the following pairs: Aged 12 and 14 ( ² (1) = 2.72, p = 

0.099), Aged 12 years and 15 ( ²(1) = 4.18, p = 0.041), and Aged 13 and Aged 15 ( ²(1) = 2.78, p = 0.096). 

Although no significant differences were found among other pairs, results could be interpreted as 

suggesting an overall tendency that the lower the age at initial offense the higher the risk of reoffense. 

Fig. 8-1. Survival Curve by Variable (Initial Age) Values 

 Survival curves for each “brutal/violent” value are shown in Fig. 8-2. Results of log-rank tests 

determined that these differ significantly ( ²(1) = 18.85, p = 0.000). The “brutal/violent offense” curve was 

always depicted lower than the “not brutal/violent offense” curve, suggesting that recidivism risk is 

higher for those who commit a brutal/violent offense. 

Fig. 8-2. Survival Curve by Variable (Brutal / Violent) Values 
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 Fig. 8-3 shows survival curves for each “parent not present” value. One “unknown” case was 

excluded. The results of log-rank tests show significant difference ( ²(1) = 20.56, p = 0.000). Because the 

“parent not present” curve was always lower, it can be interpreted that the variable of “parent not present” 

increases risk of recidivism. 

Fig. 8-3. Survival Curve by Variable (Parent Not Present) Values 

 Survival curves for each value for the variable “problem with nurturing” are shown in Fig. 8-4. 

Results of log-rank testing showed significant difference ( ²(1) = 42.78, p = 0.000). The curve for 

“problem exists” was always depicted as lower. Hence, it can be interpreted that risk of recidivism is 

relatively higher when such a problem exists. 

Fig. 8-4. Survival Curve by Variable (Problems with Nurturing) Values 

 Survival curves by whether there were “problems adapting at school” are depicted in Fig. 8-5. 

The results of log-rank tests showed significant difference ( ²(1) = 33.18, p = 0.000). Because the curve 

for problems adapting at school was always lower than the curve for no problems adapting at school, risk 

of recidivism is higher when there are problems adapting to school compared with cases with no such 

problems. 
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Fig. 8-5. Survival Curve by Variable (Problems Adapting at School) Values 

Analysis using the Cox Proportional Hazard Model 
 Using the Cox proportional hazard model, verification of proportional hazard assumptions was 

conducted based on Schoenfeld residuals for variables for which relationship with recidivism was 

determined. There are no problems with any of the variables. 

 Next, all the above mentioned variables were input into explanatory variables, and analysis using 

Cox proportional hazard model was conducted. One case with the value of “unknown” in the “parent not 

present” variable was excluded.8 Estimation results for the model are shown in Table 8-4. The model 

shows significant hazard risk at the 1% level.

Table 8-4. Proportional Hazard Model Estimation Results 1 

 All the explanatory variables that were input could be interpreted as having a significant impact 

on risk of recidivism. In other words, risk of recidivism increases when there are “problems adapting at 

school,” “problems with nurturing,” when a “parent is not present,” and when the violation at the time of 

initial arrest was for a “brutal/violent” offense. Moreover, risk of recidivism also increases when “initial 

age” is low. 

 The exponential (coefficient) for each variable, or in other words, the hazard ratios, for 

individuals having problems adapting at school is 1.6 times that of individuals with no problems adapting 

8 With regard to correlation coefficients among explanatory variables, the greatest was 0.24 
between the variable “problem with nurturing” and the variable “problems adapting at school.” 
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at school. Assuming that other conditions are equal, this means that the instantaneous probability of 

recidivism at a given time for an individual with problems adapting at school is 1.6 times that of an 

individual with no problems adapting at school. That is, the average period before an individual not 

having problems at school reoffends is 1.6 times longer than an individual who has problems adapting at 

school.

 Similarly, juveniles for whom a “problem exists” in the nurturing attitude of parent(s) have 

hazard ratios 1.5 times those of juveniles whose parent(s) having no such problem. Juveniles whose first 

offense was for a brutal or violent nature have hazard ratios 1.5 times higher than juveniles whose first 

offense was not a brutal or violent offense. Juveniles with a “parent not present” have hazard ratios 1.4 

times higher than juveniles with both parents. This suggests that each of these variables is a factor that 

increases risk of recidivism. 

 Only “initial age” has a coefficient with a negative value. This indicates that the higher the age 

when the initial offense is committed, the lower the risk of recidivism. The exponential (coefficient) 

value of 0.87 indicates that an increase by one year of age results in a 13% risk reduction. When age at 

the time of initial arrest is compared for the ages 12 and 15, risk of recidivism for juveniles aged 15 was 

0.66 times (0.87 × 0.87 × 0.87) that of those aged 12.  

Next, we proceed with analysis of the impact of problems adapting at school on risk of 

recidivism. The variable “attending * problems adapting at school” was newly added as the explanatory 

variable in the model for which results are shown in Table 8-4. Then, the resultant estimated values could 

be interpreted as follows. The variable “problems adapting at school” indicates the impact of an 

adaptation problem on the risk of recidivism regardless of the passage of time. The variable “attending * 

problems adapting at school” indicates the impact of an adaptation problem on the risk of recidivism only 

during the period the individual attended school. This means that whether the delinquency-promoting 

effect of having problems adapting at school is limited to individuals currently attending middle school 

can be verified (1) by comparing this model with the previous model to determine which has a higher 

goodness of fit, and (2) by determining whether variables “problems adapting at school” and “attending * 

problems adapting at school” are statistically significant. 

 Estimation results for the model are shown in Table 8-5. 

Table 8-5. Proportional Hazard Model Estimation Results 2 

 While the model shows hazard risk significant at the 1% level, there were almost no changes in 

2LL (value derived by 2 times log likelihood). In other words, the results suggest that there is 
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inputting the variable “attending * problems adapting at school” is meaningless.9

 Turning the focus to exponentials (coefficient), the variable “attending * problems adapting at 

school” is not significant, which shows that it was not meaningful to input this variable. In sum, 

regardless of time, “problems adapting at school” impacts risk of recidivism, and results suggest that the 

impact is not limited to the time the individual is attending middle school. 

 A simplified summary of the analytical results is as follows. 

 First, results of analysis with the Kaplan–Meier method show that risk for recidivism increases 

when “initial age” is low, initial crime type is “brutal/violent,” when a “parent is not present,” when there 

are “problems with nurturing,” or when there are “problems adapting at school.”  

 Second, the results of using the Cox proportional hazard model to control the impact of other 

variables suggest that low “initial age,” crime type of “brutal/violent,” a “parent not present,” “problems 

with nurturing,” and “problems adapting at school” increase risk of recidivism. 

 Third, the impact of problems adapting at school on the risk of recidivism was not limited to 

individuals currently attending middle school. In other words, results suggest that, regardless of the time 

period, problems adapting at school at the time an individual attended middle school increases risk of 

recidivism. 

 Next, two points are discussed. 

 First, results suggest that a “parent not present” and a “poor nurturing attitude of the parent” 

increase the risk of recidivism. At the very least, findings that a parent being absent when a juvenile was 

first arrested while attending middle school is a major recidivism factor and is especially significant 

when the “popularization of delinquency” is widely accepted. 

 However, because this analysis simply examined the binary variable of “both parents present or 

not,” it is impossible to distinguish if “absence of a parent” itself leads directly to risk of recidivism, or if 

some other element than absence itself (e.g., economic factors) increases risk of recidivism. Furthermore, 

another limitation to the analysis is that affection for parents, which should be considered, could not be 

examined due to the data source’s limitations.10

 According to Mori and Hanada (2007: 11), who discussed risk of reentry for juveniles in 

detention centers, “the variable of the absence of a parent did not have a significant impact on recidivism 

independently.” They indicated the possibility that parental problems cease to be a critical factor due to 

the relatively high age (peaking at ages 17–18) of juveniles placed in detention centers. 

 From this perspective, it is possible that this chapter’s analysis arrived at the result that absence 

of a parent and the nurturing attitude of parent(s) were linked to recidivism merely because study 

9 It is AIC = 2LL + 2  (number of parameters). Because this model had one more parameter 
than the previous model, 2LL must decrease by 2 or more for the fitness of the model to be 
deemed improved, based on the AIC criteria. 
10 As indicated by Hirschi (1969), affection for parents is believed to be one important factor 
that inhibits delinquency. Yuma and Kanazawa (2001) and Yuma et al. (2006) have 
demonstrated that affection for parents impacts recidivism. 
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participants were middle school students at the time of initial offense. Since research about domestic 

conditions pertaining to recidivism factors is lacking, further consideration in combination with previous 

research in this way is also deemed significant. 

 Second, “problems adapting at school” was shown to lead to increased risk of recidivism 

regardless of whether the individual was currently attending middle school. While examination was 

conducted with additional consideration of Harada’s (1991) analysis, variables input into the analytical 

model differed somewhat from those used in this chapter’s analysis,11 rendering simple comparisons of 

the results impossible. However, the results above suggest that “the type of structural pressure that directs 

individuals having problems adapting primarily in an academic sense toward deviant behavior” (Harada 

1991:48), which was prevalent at the time only while the student was attending middle school, is no 

longer limited to the period of attendance, but continues even after graduation from middle school (or at 
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