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Analysis of Error Floors of Non-binary LDPC Codes over BEC∗

Takayuki NOZAKI†a), Student Member, Kenta KASAI†b), Member, and Kohichi SAKANIWA†c), Fellow

SUMMARY In this paper, we investigate the error floors of the non-
binary low-density parity-check codes transmitted over the binary erasure
channels under belief propagation decoding. We propose a method to im-
prove the decoding erasure rates in the error floors by optimizing labels in
zigzag cycles in the Tanner graphs of codes. Furthermore, we give lower
bounds on the bit and the symbol erasure rates in the error floors. The sim-
ulation results show that the presented lower bounds are tight for the codes
designed by the proposed method.
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1. Introduction

Gallager invented low-density parity-check (LDPC) codes
[2]. Due to the sparseness of the parity check matrices,
LDPC codes are efficiently decoded by the belief propaga-
tion (BP) decoder. Optimized LDPC codes can exhibit per-
formance very close to the Shannon limit [3].

Davey and MacKay [4] and others [5]–[7] have found
non-binary LDPC codes can outperform binary ones. In this
paper, we consider the non-binary LDPC codes defined over
the Galois field Fq with q = 2m.

A non-binary LDPC code C over Fq is defined by the
null space of a sparse M × N parity-check matrix H = (hi, j)
over Fq:

C =
{
x ∈ FN

q | Hx = 0 ∈ FM
q

}
.

The Tanner graph for a non-binary LDPC code is repre-
sented by a bipartite graph with variable nodes, check nodes
and labeled edges. The v-th variable node and the c-th check
node are connected with an edge labeled hc,v ∈ Fq \ {0} iff
hc,v � 0. The LDPC codes defined by Tanner graphs with
the variable nodes of degree j and the check nodes of de-
gree k are called ( j, k)-regular LDPC codes. It is empirically
known that the (2, k)-regular LDPC codes exhibit good de-
coding performance among other LDPC codes for q ≥ 64
[8]. However, this is not the case for q < 64. In this paper,
we consider the irregular non-binary LDPC codes which
contain variable nodes of degree two for the generality of
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the code ensemble.
A stopping set S is a set of variable nodes such that

all the neighbors of S are connected to S at least twice.
For the binary LDPC code, the stopping sets are the fixed
point of the BP decoder. The peeling decoder for the non-
binary LDPC codes produces the same outputs as the BP
decoder [9]. The fixed points of the peeling decoder for the
non-binary LDPC codes are referred to as stopping constel-
lations [9]. The stopping constellations for the non-binary
LDPC codes correspond to the stopping sets for the binary
LDPC codes. The error floors of non-binary LDPC codes
decoded by the BP decoder are mainly caused by nonzero
codewords or stopping constellations of small weight. We
focus on nonzero codewords at first. A zigzag cycle is a
cycle such that the degrees of all the variable nodes in the
cycle are two. A zigzag cycle of weight s consists of s
variable nodes of degree two. It is known that the set of
variable nodes in a zigzag cycle forms a stopping set. For
the binary LDPC codes, small zigzag cycles always yield
nonzero codewords which result in serious degradation of
the decoding performance. On the other hand, zigzag cycles
in the non-binary codes do not always yield nonzero code-
words. Let H(s)

q denote the submatrix over Fq corresponding
to a zigzag cycle of weight s with labels h1, h2, . . . , h2s in the
Tanner graph. For example, the submatrix H(4)

q is written as

H(4)
q =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h1 h2 0 0
0 h3 h4 0
0 0 h5 h6

h8 0 0 h7

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ .

The zigzag cycle corresponding to H(s)
q yields nonzero code-

word iff H(s)
q is singular, i.e.,

det H(s)
q =

s∏
i=1

h2i +

s∏
i=1

h2i−1 = 0,

which is equivalent to

β :=
s∏

i=1

h−1
2i−1h2i = 1.

It can be seen that zigzag cycles in the Tanner graphs for the
binary LDPC codes always yield nonzero codewords since
det H(s)

2 = 0. On the other hand, for the non-binary case,
zigzag cycles in the Tanner graphs do not yield nonzero
codewords if the corresponding submatrices are nonsingu-
lar.
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To lower the error floors of codes under maximum like-
lihood decoding, Poulliat et al. proposed cycle cancellation
[10]. The cycle cancellation is a method to design the edge
labels in zigzag cycles so that the corresponding submatri-
ces are nonsingular. We see that from the simulation result
[10] the resulting codes have lower error floors under BP
decoding. However, it is found in our analyses that some
zigzag cycles, even if their submatrices are nonsingular, can
cause decoding failures under BP decoding over the binary
erasure channel (BEC), i.e., some zigzag cycles yield stop-
ping constellations.

In this paper, we analyze nonsingular zigzag cycles
which cause the decoding failures under BP decoding. We
clarify that the condition for successful decoding of zigzag
cycles over the BEC depends on the parameter β. More pre-
cisely, if the parameter β is not a nonzero element of proper
subfields of Fq, the zigzag cycles do not yield stopping con-
stellations. Based on this fact, we propose a design method
of selecting labels so as to eliminate small zigzag cycles
which yield stopping constellations.

For the binary LDPC code ensembles over the BEC,
a closed-form expression for the bit erasure rate in the er-
ror floors was given in [11, p.155]. However, for the non-
binary LDPC code ensembles, no closed-form expressions
or bounds for the bit and the symbol erasure rates in the
error floors have been given. In this paper, we give lower
bounds on the bit and the symbol erasure rates in the error
floors for the non-binary LDPC code ensembles. More pre-
cisely, those lower bounds are derived from the decoding
erasures caused by the zigzag cycles. Furthermore, the sim-
ulation results show that the lower bounds on the bit and the
symbol erasure rates are tight for the expurgated ensemble
constructed by our proposed method over the BEC.

This paper is organized as follows. In Sect. 2, we
briefly review the peeling decoder for the non-binary LDPC
codes, define stopping constellations and define decoding
failures. In Sect. 3, we investigate BP decoding of zigzag
cycles over the BEC and propose the improved cycle can-
cellation. In Sect. 4, we give lower bounds on the bit and
the symbol erasure rates in the error floors for expurgated
ensembles.

2. Preliminaries

Let α be a primitive element of F2m . Once a primitive el-
ement α of F2m is fixed, each symbol is given by an m-bit
representation [12, p.110]. We denote the m-bit representa-
tion of γ ∈ F2m , by b(γ). We denote the i-th bit of b(γ), by
bi(γ). For example, with a primitive element α ∈ F23 such
that α3 + α + 1 = 0, each symbol is represented as b(0) =
(0, 0, 0), b(1) = (1, 0, 0), b(α) = (0, 1, 0), b(α2) = (0, 0, 1),
b(α3) = (1, 1, 0), b(α4) = (0, 1, 1), b(α5) = (1, 1, 1) and
b(α6) = (1, 0, 1).

Let N be the symbol code length. We regard the code-
words in the non-binary LDPC codes as binary codewords,
i.e., the codewords x are represented by (x1,1, x1,2, . . . , xN,m).
We consider the transmission over the BEC. The chan-

nel output takes values in the alphabet {0, 1, ?}, where ?
indicates an erasure. We denote the received word as
(y1,1, y1,2, . . . , yN,m).

The BP decoder for the non-binary LDPC codes [4]
exchanges messages of length 2m. We assume that all-zero
codewords are sent without loss of generality to analyze the
decoding error rate [13, Lemma 1]. All the non-zero en-
tries in a message arising in the BP decoder are equal [13,
Lemma 2]. Moreover, the set of the m-bit representations
for the indices corresponding to nonzero entries of a mes-
sage arising in the BP decoder forms a linear subspace of
F

m
2 [13, Lemma 2]. In other words, the set of the indices

corresponding to nonzero entries of a message arising in the
BP decoder is closed under the addition in F2m . Hence, each
message in the BP decoder is represented by a subset in F2m

which is closed under the addition in F2m .

2.1 Peeling Decoder

To analyze the condition of successful decoding under BP
decoding, we need to analyze the fixed points of the peeling
decoder for the non-binary LDPC codes which are referred
to as stopping constellations [9]. To understand the stopping
constellation, we recall the states in the peeling decoder for
the non-binary case [9].

The peeling decoder assigns a set of candidate symbols
for the decoding result to each variable node. Such a set is
referred to as state of the v-th variable node and denoted by
Ev, where Ev ⊆ F2m . Recall that we assume that the all-zero
codewords are sent. Initially, for all v ∈ {1, 2, . . . ,N}, the
peeling decoder assigns the state

Ev = {γ | bi(γ) = 0 (for i s.t. yv,i = 0),

bj(γ) ∈ {0, 1} (for j s.t. yv, j =?)} (1)

to the v-th variable node. In words, the peeling decoder as-
signs the states corresponding to the channel outputs to the
variable nodes. Let N(c) be the set of the position of the
variable nodes connecting to the c-th check node. Let hc,i

be the label on the edge connected to the variable node in
the position i ∈ N(c) and the c-th check node. For any sub-
sets A1, A2, . . . , Ak ⊆ F2m , we denote

∑k
i=1 Ai := {∑k

i=1 ai |
aj ∈ Aj ( j = 1, 2, . . . , k)}. To simplify the notation, for
γ ∈ F2m and E ⊆ F2m , we define γE := {γe | e ∈ E}. If
Ev∩h−1

c,v
(∑

i∈N(c)\{v} hc,iEi
)

is a proper subset of Ev, then (v, c)
is said to be an active pair. The peeling decoder involves
the following 3 steps:

1. Initially the peeling decoder assigns the states corre-
sponding to the channel outputs to the variable nodes.

2. The peeling decoder chooses an active pair (v, c) uni-
formly at random. The peeling decoder assigns Ev ←
Ev ∩ h−1

c,v
(∑

i∈N(c)\{v} hc,iEi
)

to the v-th variable node.
3. If there is no active pair, then the peeling decoder stops.

Otherwise repeat step 2.

Note that the cardinality of the states of the variable nodes
do not increase as decoding proceeds.
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The states are the subset in F2m which is closed under
the addition in F2m . The proof is similar to the proof of [13,
Lemma 2] and [14, Lemma 2]. From Eq. (1), initially, the
states are subset in F2m which is closed under the addition in
F2m . We claim that if the subset E ⊆ F2m is closed under the
addition, the subset γE is also closed under the addition for
γ ∈ F2m \ {0}. For all e′1, e

′
2 ∈ γE, there exist e1, e2 ∈ E such

that e′1 = γe1 and e′2 = γe2. For all e′1, e
′
2 ∈ γE, we see that

e′1 + e′2 = γe1 + γe2 = γ(e1 + e2) ∈ γE.
Hence, the subset γE ⊆ F2m is closed under the addition if
E ⊆ F2m is closed under the addition. We claim that the
subset E1 ∩ E2 ⊆ F2m is closed under the addition if the
subsets E1, E2 ⊆ F2m are closed under the addition. For all
e1, e2 ∈ E1 ∩ E2, we see that e1 + e2 ∈ E1 and e1 + e2 ∈ E2

since e1, e2 ∈ E1 and e1, e2 ∈ E2. Since e1 + e2 ∈ E1 ∩ E2,
the subset E1 ∩ E2 ⊆ F2m is closed under the addition if the
subsets E1, E2 ⊆ F2m are closed under the addition. Obvi-
ously, if the subsets E1, E2, . . . , Ek ∈ F2m are closed under
the addition,

∑k
i=1 E1 is closed under the addition. Hence

Ev ∩ h−1
c,v

(∑
i∈N(c)\{v} hc,iEi

)
is closed under the addition, if Ei

is closed under the addition for i ∈ N(c) \ {v}. Recall that
initially the states are subset in F2m which is closed under
the addition in F2m . Thus, all the states are closed under the
addition in F2m .

2.2 Stopping Constellation

A stopping constellation {Ev}v∈{1,2,...,N} is defined as an as-
signment of states such that

Ev ⊆ h−1
c,v

⎛⎜⎜⎜⎜⎜⎜⎝
∑

i∈N(c)\{v}
hc,iEi

⎞⎟⎟⎟⎟⎟⎟⎠
for any v ∈ {1, 2, . . . ,N} and the check nodes in the position
c ∈ N(v). In other words, stopping constellations are fixed
points of the peeling decoder. In this paper, we refer to the
number of states whose cardinality are not equal to 1 as the
weight of the stopping constellation.

For the BEC and sufficiently large number of iterations,
the BP decoder stops in a fixed point of decoding. In [9],
Rathi et al. proved that the BP decoder and the peeling de-
coder stop in the largest stopping constellation contained in
the subsets in F2m corresponding to the channel outputs. In
other words, the BP decoder and the peeling decoder stop in
the same fixed point of decoding. Thus, if we analyze stop-
ping constellations, we are able to analyze the condition of
successful decoding under BP decoding.

2.3 Decoding Failure

Recall that we assume that all-zero codewords are sent. The
decoding failures are defined from the states of the variable
nodes in the fixed point of decoding. The symbol corre-
sponding to the v-th variable node is correct if and only if
Ev = {0}. The block is correct if and only if Ev = {0} for all

v ∈ {1, 2, . . . ,N}. The i-th bit in the v-th symbol is correct if
and only if bi(γ) = 0 for all γ ∈ Ev. The block erasure rate,
the symbol erasure rate and the bit erasure rate are defined
by the fraction of the blocks, the symbols and the bits which
are not correct, respectively.

3. Zigzag Cycle Code Analysis

A zigzag cycle is a cycle such that the degrees of all the
variable nodes in the cycle are two. The zigzag cycle code
is defined by a Tanner graph which forms a single zigzag
cycle as shown in Fig. 1. In this section, we investigate the
zigzag cycle codes to clarify a condition for decoding fail-
ures on the zigzag cycles in Tanner graphs. We also show
the decoding performance for zigzag cycle codes under BP
decoding.

3.1 Condition for Successful Decoding

In the following theorem, we clarify a necessary condition
for successful decoding of the zigzag cycle codes over the
BEC by the BP decoder.

Theorem 1: Consider zigzag cycle codes of length s with
labels h1, h2, . . . , h2s ∈ F2m \ {0} over the BEC. Let α be the
primitive element of F2m . Define

Hm :=
⋃

r>0:r|m,r�m

{
αi(2m−1)/(2r−1) | i = 0, 1, . . . , 2r − 2

}
. (2)

All the symbols in a zigzag cycle code are correct unless all
the bits are erased, if

s∏
i=1

h−1
2i−1h2i = β � Hm.

Specifically, {1} = Hm ⊆ F2m for a prime m.

The proof of Theorem 1 shall be shown in Appendix. Note
that {αi(2m−1)/(2r−1) | i = 0, 1, . . . , 2r − 2} forms the set of the
nonzero elements of the proper subfield of order 2r for r | m.
In other words, Hm consists of the nonzero elements of the
proper subfields of F2m .

We refer to β as the cycle parameter of the zigzag cycle
code. Theorem 1 shows that the condition of successful de-
coding under BP decoding for the zigzag cycle codes over
the BEC depends on the cycle parameter β. In Table 1, we

Fig. 1 A zigzag cycle of weight s with labels h1, h2, . . . , h2s.
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Table 1 The elements ofHm over F2m for m = 4, 6, 8, 9.

Field The elements ofHm

F24 1, α5, α10

F26 1, α9, α18, α21, α27, α36, α42, α45, α54

F28
1, α17, α34, α51, α68, α85, α102, α119, α136, α153, α170, α187,
α204, α221, α238

F29 1, α73, α146, α219, α292, α365, α438

Fig. 2 The block erasure rates for zigzag cycle codes with cycle parame-
ter β = 1, α85, α17, α128 over the BEC under BP decoding. The zigzag cycle
codes are of weight 6 over F28 . Let ε be the channel erasure probability.
The solid curve shows the theoretical block erasure rate ε48 of zigzag cycle
codes with cycle parameter β � H8.

list the cycle parameters in Hm ⊆ F2m for m = 4, 6, 8 and
9. It follows from Theorem 1 that it is desired to avoid the
zigzag cycle codes with cycle parameter β ∈ Hm, since those
codes can cause decoding failures even if not all the bits are
erased.

We propose an improved cycle cancellation to get
lower error floors. The improved cycle cancellation is a
method to design the labels in Tanner graphs so that zigzag
cycles of small weight satisfy β � Hm. The zigzag cycles de-
signed by the improved cycle cancellation are successfully
decoded under BP decoding unless all the bits are erased.
Hence, zigzag cycles designed by the improved cycle can-
cellation recover more erasures than those designed by the
cycle cancellation [10].

We compare the block erasure rates of zigzag cycle
codes designed by the improved cycle cancellation with that
of zigzag cycle codes satisfying β ∈ Hm in Sect. 3.2.

3.2 Simulation Results

Figure 2 shows the block erasure rates of zigzag cycle codes
over the BEC under BP decoding. Each curve of β = α j in
Fig. 2 shows the block erasure rate of zigzag cycle codes of
weight 6 over F28 with cycle parameter β = 1, α17, α85 ∈ H8.
The circles in Fig. 2 show the block erasure rate of zigzag
cycles with cycle parameter β = α128 � H8.

The solid curve in Fig. 2 shows the theoretical block
erasure rate of zigzag cycle codes with cycle parameter
β � H8. A zigzag cycle code is recoverable if all the sym-

Fig. 3 The block erasure rates for zigzag cycle codes over the BEC
with channel erasure probability 0.7 under BP decoding. The zigzag cy-
cle codes are weight 3 over F26 . We see that the zigzag cycle codes
with cycle parameter β � H6 exhibit good decoding performance, where
H6 = {1, α9, α18, α21, α27, α36, α42, α45, α54}.

bols in the zigzag cycle code are correct by the BP decoder.
The zigzag cycle codes with cycle parameter β � H8 are
recoverable unless all the bits are erased. All the bits are
erased with probability ε48 for the BEC with channel era-
sure probability ε since the bit code length is 6 symbols or
equivalently 6×8=48 bits. Hence, the theoretical block era-
sure rate of zigzag cycle codes designed by the improved
cycle cancellation is given by ε48.

The cycle cancellation avoids only the zigzag cycles
with cycle parameter β = 1. In other words, the cycle can-
cellation cannot avoid the zigzag cycles with cycle parame-
ter β = α17 and β = α85. On the other hand, the improved
cycle cancellation avoids the zigzag cycles with cycle pa-
rameter not only β = 1 but also β = α17 and β = α85 since
1, α17, α85 ∈ H8.

The smallest stopping state is defined in Sect. A.3. The
smallest stopping state containing 1 for β = α85 is given by
{0, 1, α85, α170}. Then, the cardinality of this stopping state is
4. On the other hand, the smallest stopping state containing
1 for β = α17 is given by {0} ∪ {α17i | i = 0, 1, . . . , 14}. Then,
the cardinality of this stopping state is 16. We see that from
Fig. 2 the block erasure rate increases as the cardinality of
the smallest stopping state decreases.

Figure 3 shows the block erasure rates of zigzag cycle
codes over the BEC with channel erasure probability 0.7 un-
der BP decoding. The zigzag cycle codes are weight 3 over
F26 . From Fig. 3, we see that the zigzag cycle codes with cy-
cle parameter β � H6 exhibit good decoding performance.

4. Error Floor Analysis

From Theorem 1, we see that no zigzag cycles designed by
the improved cycle cancellation are recoverable iff all the
bits in the zigzag cycles are erased. From Sect. A.2, we see
that all the zigzag cycles are not recoverable if all the bits
are erased. By using this result, in this section, we give
lower bounds on the bit and the symbol erasure rates under
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BP decoding for an expurgated ensembles. More precisely,
those lower bounds are derived from the decoding erasures
caused by the zigzag cycles. Simulation results show that
those lower bounds are tight bounds on the bit and the sym-
bol erasure rates in the error floors for the expurgated en-
sembles designed by our proposed method.

4.1 Code Ensemble

Recall that a stopping set S is a set of variable nodes such
that all the neighbors of S are connected to S at least twice.
Since the stopping sets depend only on the structure of a
Tanner graph, we extend the definition of the stopping set
for the non-binary LDPC codes. Recall that a zigzag cycle
is a cycle such that the degrees of all the variable nodes in
the cycles are two. Since all the neighbors of the setZ of the
variable nodes in a zigzag cycle are connected to Z exactly
twice, the setZ of the variable nodes in a zigzag cycle forms
a stopping set.

To analyze the bit and the symbol erasure rates in the
error floors of the non-binary LDPC codes, we consider the
following expurgated ensemble.

Definition 1: Let LDPC(N,m, λ, ρ) denote the set of LDPC
codes of symbol code length N over F2m defined by Tanner
graphs with a degree distribution pair (λ, ρ) [11] and labels
of edges chosen elements from F2m \ {0} uniformly at ran-
dom. Let sg ∈ N be an expurgation parameter. The expur-
gated ensemble ELDPC(N,m, λ, ρ, sg) consists of the subset
of codes in LDPC(N,m, λ, ρ) which contain no stopping sets
of size in {1, . . . , sg − 1}. Note that the expurgated ensem-
ble ELDPC(N,m, λ, ρ, 1) is equivalent to LDPC(N,m, λ, ρ).
Let sc ∈ N be an expurgation parameter for labeling in
the Tanner graph, where sg ≤ sc. Define expurgated en-
semble ELDPC(N,m, λ, ρ, sg, sc,H) as the subset of codes
in ELDPC(N,m, λ, ρ, sg) which contain no zigzag cycles of
weight in {sg, . . . , sc − 1} with cycle parameter β ∈ H .

Since the sets of the variable nodes in zigzag cycles
form stopping sets, the codes in the expurgated ensemble
ELDPC(N,m, λ, ρ, sg) contain no zigzag cycles of weight in
{1, 2, . . . , sg − 1}.
Example 1: The codes in the expurgated ensemble
ELDPC(N,m, λ, ρ, sg, sc, {1}) contain no stopping sets of
size in {1, 2, . . . , sg − 1} and no zigzag cycles with cycle pa-
rameter β = 1 of weight in {sg, . . . , sc − 1}. In other words,
the expurgated ensemble ELDPC(N,m, λ, ρ, sg, sc, {1}) is
constructed by the cycle cancellation. Since the sets of the
variable nodes in zigzag cycles form stopping sets, the codes
in ELDPC(N,m, λ, ρ, sg, sc, {1}) contain no zigzag cycles of
weight in {1, 2, . . . , sg − 1}.

Recall that Hm is defined as in Eq. (2). Similarly, the
expurgated ensemble ELDPC(N,m, λ, ρ, sg, sc,Hm) is con-
structed by the improved cycle cancellation.

4.2 Analysis of Error Floors

The following theorem gives lower bounds on the bit and the

symbol erasure rates under BP decoding for the expurgated
ensemble ELDPC(N,m, λ, ρ, sg, sc,Hm).

Theorem 2: Let Pb(N,m, λ, ρ, sg, sc,Hm, ε) and
Ps(N,m, λ, ρ, sg, sc,Hm, ε) be the bit and the symbol era-
sure rates, respectively, for the expurgated ensemble
ELDPC(N,m, λ, ρ, sg, sc,Hm) by the BP decoder over the
BEC with channel erasure probability ε. Define μ :=
λ′(0)ρ′(1) and

ε∗m :=

⎧⎪⎪⎨⎪⎪⎩
1, μ ≤ 1,

μ−
1
m , μ > 1.

(3)

For sufficiently large N, the bit and the symbol erasure rates
for μ > 0 and ε < ε∗m are bounded by

Pb(N,m, λ, ρ, sg, sc,Hm, ε) ≥ 1
2N

(μεm)sg

1 − μεm + o

(
1
N

)
, (4)

Ps(N,m, λ, ρ, sg, sc,Hm, ε) ≥ 1
2N

(μεm)sg

1 − μεm + o

(
1
N

)
. (5)

proof : First, we will consider the symbol erasure rate.
The symbol erasure rate is represented by the sum of
two contributions, the symbol erasures caused by the
stopping constellations from the zigzag cycles and from
the stopping sets other than the zigzag cycles†. Let
P̃z(N,m, λ, ρ, sg, sc,Hm, ε) and P̃ss(N,m, λ, ρ, sg, sc,Hm, ε)
be the contributions of the zigzag cycles and of the
stopping sets other than the zigzag cycles, respec-
tively, for the symbol erasure rates of the ensemble
ELDPC(N,m, λ, ρ, sg, sc,Hm) over the BEC with channel
erasure probability ε. Then, we have

Ps(N,m,λ, ρ, sg, sc,Hm, ε)

=P̃z(N,m, λ, ρ, sg, sc,Hm, ε)

+ P̃ss(N,m, λ, ρ, sg, sc,Hm, ε)

≥P̃z(N,m, λ, ρ, sg, sc,Hm, ε).

In words, the symbol erasure rate is lower bounded by the
contribution of the zigzag cycles for the symbol erasure rate.

We will consider P̃z(N,m, λ, ρ, sg, sc,Hm, ε). Let
P̃1(N, s,m, λ, ρ, sg, sc,Hm, ε) be the symbol erasure rate
caused by the stopping constellations from zigzag cycles
of weight s under BP decoding over the BEC with chan-
nel erasure probability ε for ELDPC(N,m, λ, ρ, sg, sc,Hm).
From Definition 1, codes in the expurgated ensemble
ELDPC(N,m, λ, ρ, sg, sc,Hm) contain no zigzag cycles of
weight in {1, 2, . . . , sg − 1}. Hence, we consider the symbol
erasure rate caused by stopping constellations from zigzag
cycles of weight at least sg. If we fix a finite W and let N
tend to infinity, the zigzag cycles of weight at most W be-
come asymptotically non-overlapping with high probability

†For a Fixed Tanner graph and a given stopping set S, there
exist at least one stopping constellation {Ev}v∈{1,2,...,N} such that the
set of variable nodes in {v | Ev � {0}} is S [15, Lemma 2]. In this
proof, we refer those stopping constellations to stopping constella-
tions from stopping set S.
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[11, p.155]. Thus, for a fixed W and sufficiently large N we
have

P̃z(N,m, λ, ρ, sg, sc,Hm, ε)

≥
W∑

s=sg

P̃1(N, s,m, λ, ρ, sg, sc,Hm, ε).

In Sect. 3.2, zigzag cycle codes designed by the im-
proved cycle cancellation can not be recovered iff all the
bits are erased. From this result, we see that zigzag cycles
with cycle parameter β � Hm in a Tanner graph can not
be recovered iff all the bits in the cycle are erased, which
happens with probability εms. In other words, symbols in
zigzag cycles of weight s ∈ {sg, . . . , sc − 1} are not recov-
ered with probability εms. From Sect. A.2, no symbols in
the zigzag cycle of weight s with cycle parameter β ∈ Hm

are correct if all the bits in the zigzag cycle are erased.
Hence, all the zigzag cycles are not recovered with probabil-
ity at least εms. In other words, the zigzag cycles of weight
s ∈ {sc, . . . ,W} are not recovered with probability at least
εms. By [11, C. 37] for a fixed W, the expectation of the
number of zigzag cycles of weight s ≤ W in the expurgated
ensemble ELDPC(N,m, λ, ρ, sg, sc,Hm) is given by

μs

2s
,

for sufficiently large N. From Sect. A.3, if all the bits in
the zigzag cycle are erased, no symbols in zigzag cycle are
correct. Hence, if all the bits in the zigzag cycle of weight s
are erased, the zigzag cycle causes s symbol erasures. Since
s symbols are in the zigzag cycles of weight s, the zigzag
cycles of weight s cause a symbol erasure rate of s/N if the
bits in the zigzag cycles of weight s are erased. Therefore,
for sufficiently large N, we have for s ∈ {sg, . . . , sc − 1},

P̃1(N, s,m, λ, ρ, sg, sc,Hm, ε) =
1

2N
μsεms + o

(
1
N

)
,

and for s ∈ {sc, . . . ,W}

P̃1(N, s,m, λ, ρ, sg, sc,Hm, ε) ≥ 1
2N
μsεms + o

(
1
N

)
.

Thus, we have

P̃(N,m, λ, ρ, sg, sc,Hm, ε) ≥ 1
2N

W∑
s=sg

μsεms + o

(
1
N

)
.

If ε < ε∗m, for sufficiently large N and W, we see that

P̃(N,m, λ, ρ, sg, sc,Hm, ε) ≥ 1
2N

(μεm)sg

1 − μεm + o

(
1
N

)
.

Hence, for sufficiently large N, the symbol decoding erasure
rate is bounded by

Ps(N,m, λ, ρ, sg, sc,Hm, ε) ≥ 1
2N

(μεm)sg

1 − μεm + o

(
1
N

)
.

We will consider the bit erasure rate. The proof is sim-
ilar to the proof for the symbol erasure rate. From Sect. A.3,
if all the bits in the zigzag cycle are erased, all the states
of the variable nodes in the zigzag cycle are equal to F2m .
Hence, if all the bits in the zigzag cycle are erased, no bits
in the zigzag cycle are correct. Note that the bit code length
is Nm. Since sm bits are in the zigzag cycles of weight s,
the zigzag cycles of weight s cause a bit erasure rate of s/N
if all the bits in the zigzag cycles of weight s are erased.
Thus, the bit erasure rate caused by zigzag cycles is lower
bounded by

1
2N

W∑
s=sg

μsεms + o

(
1
N

)
.

By using this result, we obtain a lower bound on the bit era-
sure rate for the expurgated ensemble similarly. �

Discussion 1: Since the symbol and the bit erasure rates of
all the zigzag cycles of weight s are lower bounded by ε sm,
the bit and the symbol erasure rates are not dependent on the
parameter sc and the subsetHm. Hence, Eqs. (4) and (5) do
not depend on the parameter sc and the subsetHm.

4.3 Simulation Results

Figure 4 compares the symbol erasure rate for the expur-
gated ensemble constructed by the improved cycle cancel-
lation ELDPC(315, 4, x, x2, 1, 8,H4) with that for the ex-
purgated ensemble constructed by the cycle cancellation
ELDPC(315, 4, x, x2, 1, 8, {1}), where H4 = {1, α5, α10}. It
can be seen that our proposed codes exhibit a better decod-
ing performance than codes designed by the cycle cancella-
tion. Figure 4 also shows the lower bound on the symbol
erasure rate which is given by Eq. (5). We see that Eq. (5)

Fig. 4 Comparison of the symbol erasure rate for the expurgated ensem-
ble ELDPC(315, 4, x, x2, 1, 8,H4) (proposed) with that for the expurgated
ensemble ELDPC(315, 4, x, x2, 1, 8, {1}) (cycle cancellation). The lower
bound is given by Eq. (5). It can be seen that our proposed codes exhibit a
better decoding performance than the cycle cancellation. It can be seen that
Eq. (5) is a tight lower bound on the symbol erasure rate for the expurgated
ensemble ELDPC(315, 4, x, x2, 1, 8,H4) for small ε.
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Fig. 5 Comparison of the symbol erasure rate for the expurgated ensem-
ble ELDPC(600, 4, x, x2, 2, 12,H4) (proposed) with that for the expurgated
ensemble ELDPC(600, 4, x, x2, 2, 12, {1}) (cycle cancellation). The lower
bound is given by Eq. (5). This is the case for sg > 1.

Fig. 6 Comparison of the symbol erasure rate for the expurgated en-
semble ELDPC(2000, 4, λ, ρ, 1, 8,H4) (proposed) with that for the expur-
gated ensemble ELDPC(2000, 4, λ, ρ, 1, 8, {1}) (cycle cancellation), where
λ = 0.5x + 0.5x2 and ρ = 0.5x3 + 0.5x5. The lower bound is given by
Eq. (5). This is the case for an irregular LDPC code ensemble case.

is a tight lower bound on the symbol erasure rate for the ex-
purgated ensemble ELDPC(315, 4, x, x2, 1, 8,H4) in the er-
ror floor.

Figure 5 compares the symbol erasure rate for the ex-
purgated ensemble constructed by the improved cycle can-
cellation ELDPC(600, 4, x, x2, 2, 12,H4) with that for the
expurgated ensemble constructed by the cycle cancellation
ELDPC(600, 4, x, x2, 2, 12, {1}). The lower bound on the
symbol erasure rate is given by Eq. (5). This is the case
for sg ≥ 2. Figure 6 compares the symbol erasure rate for
the expurgated ensemble constructed by the improved cy-
cle cancellation ELDPC(2000, 4, λ, ρ, 1, 8,H4) with that for
the expurgated ensemble constructed by the cycle cancella-
tion ELDPC(2000, 4, λ, ρ, 1, 8, {1}) where λ = 0.5x + 0.5x2

and ρ = 0.5x3 + 0.5x5. The lower bound on the symbol
erasure rate is given by Eq. (5). This is the case for an ir-
regular non-binary LDPC code ensemble. From Figs. 5 and
6, we see that Eq. (5) is a tight lower bound on the sym-

Fig. 7 Comparison of the bit erasure rate for the expurgated ensem-
ble ELDPC(315, 4, x, x2, 1, 8,H4) (proposed) with that for the expurgated
ensemble ELDPC(315, 4, x, x2, 1, 8, {1}) (cycle cancellation). The lower
bound is given by Eq. (4). It can be seen that our proposed codes exhibit a
better decoding performance than the cycle cancellation. It can be seen that
Eq. (4) is a tight lower bound on the symbol erasure rate for the expurgated
ensemble ELDPC(315, 4, x, x2, 1, 8,H4) for small ε.

bol erasure rate of the expurgated ensemble constructed by
the improved cycle cancellation in the error floor and our
proposed codes exhibit a better decoding performance than
codes designed by the cycle cancellation.

Figure 7 compares the bit erasure rate for the expur-
gated ensemble constructed by the improved cycle cancel-
lation ELDPC(315, 4, x, x2, 1, 8,H4) with that for the ex-
purgated ensemble constructed by the cycle cancellation
ELDPC(315, 4, x, x2, 1, 8, {1}). It can be seen that our pro-
posed codes exhibit a better decoding performance than
codes designed by the cycle cancellation. Figure 7 also
shows the lower bound on the bit erasure rate which is
given by Eq. (4). We see that Eq. (4) is a tight lower
bound on the bit erasure rate for the expurgated ensemble
ELDPC(315, 4, x, x2, 1, 8,H4) in the error floor.

4.4 Monotonicity of Error Floor

In Sect. 4.3, we see that the lower bound given by Eq. (4) is
a tight lower bound on the bit erasure rate in the error floor
for the expurgated ensemble constructed by the improved
cycle cancellation. It is empirically known that the error
floors for the non-binary LDPC codes decrease as the size
of Galois field increases [8]. In this subsection, we show
the monotonicity of the error floor by using the lower bound
given by Eq. (4).

Let n be the bit code length, i.e., n := mN. From
Eq. (4), we have

lim
n→∞ nPb(n,m, λ, ρ, sg, sc,Hm, ε) ≥ m

2
(μεm)sg

1 − μεm
=: f (m, ε, sg). (6)

The following lemma shows that for a fixed large bit
code length, the lower bound on the bit erasure rate is de-
creasing in m, i.e., f (m, ε, sg) is decreasing in m.
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Fig. 8 Curves given by Eq. (6) for μ = 2, sg = 1 and m = 1, 2, . . . , 9.

Lemma 1: Define f (m, ε, sg) as in Eq. (6). Define ε∗m as in
Eq. (3). Then f (m, ε, sg) > f (m + 1, ε, sg) for μ ≥ 1 and
0 < ε < min{ε∗m, ε∗m+1} = ε∗m.

Proof : From Eq. (6), we have

f (m, ε, sg) − f (m + 1, ε, sg) =
(μεm)sgg(m, ε, sg)

2(1 − μεm+1)(1 − μεm)
,

where

g(m, ε, sg) := m(1 − μεm+1) − (m + 1)ε sg (1 − μεm).

For ε < ε∗m, g(m, ε, sg) is increasing in sg. Hence, we have
g(m, ε, sg) ≥ g(m, ε, 1). For ε < ε∗m, g(m, ε, 1) is decreasing
in ε. Note that min{ε∗m, ε∗m+1} < μ−

1
m . Thus, we see that for

ε < μ−
1
m and μ ≥ 1

g(m, ε, sg) ≥ g(m, ε, 1) >g(m, μ−
1
m , 1)

=m(1 − μ− 1
m ) > 0.

Therefore, we have f (m+1, ε, sg)− f (m, ε, sg) < 0 for μ ≥ 1
and 0 < ε < min{ε∗m, ε∗m+1}. �

Figure 8 shows curves given by Eq. (6) for μ = 2, sg =

1 and m = 1, 2, . . . , 9. We see that the lower bound decreases
as the order of the Galois field increases.

5. Conclusion and Future Work

In this paper, we propose a method to improve the error
floors for the non-binary LDPC codes which contain the
variable nodes of degree two over the BEC under BP de-
coding. We derive lower bounds on the bit and the symbol
erasure rates in the error floors for the expurgated ensem-
bles under BP decoding. From the simulation results, the
lower bounds are tight for the bit and the symbol erasure
rates for the expurgated ensembles constructed by the pro-
posed method over the BEC under BP decoding.

We will optimize the labels in the expurgated ensem-
bles by the method in [16]. As discuss in [10], stopping
constellations for 3 imbricated cycles are not analyzed. We
will clarify the stopping constellation for their cycles.
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Appendix: Proof of Theorem 1

In this section, we prove Theorem 1. To prove Theorem 1,
we give several lemmas in the following sections.
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A.1 Analysis of Stopping Constellation for Zigzag Cycle
Codes

Consider zigzag cycle codes of weight s with labels
h1, h2, . . . , h2s ∈ F2m \ {0} as depicted in Fig. 1. Let
E1, . . . , Es ⊆ F2m be the states of the variable nodes.

Lemma 2: For any zigzag cycles of weight s with labels
h1, h2, . . . , h2s ∈ F2m \ {0}, an assignment of states {Ei}si=1
forms a stopping constellation if and only if for i = 1, . . . , s:

Ei = h−1
2i−1h2iEi+1, Ei = h−1

2i−2h2i−3Ei−1,

where

E0 := Es, Es+1 := E1,

h0 := h2s h−1 := h2s−1.

Proof : From the definition of stopping constellation, it
holds that for i = 1, . . . , s

Ei ⊆ h−1
2i−1h2iEi+1, Ei ⊆ h−1

2i−2h2i−3Ei−1.

From those equations, we have

E1 ⊆ h−1
1 h2E2 ⊆ h−1

1 h2h−1
3 h4E3 ⊆ · · · ⊆ βE1. (A· 1)

Similarly, we have E1 ⊆ β−1E1. Note that E1 ⊆ β−1E1 iff
βE1 ⊆ E1, and we have βE1 ⊆ E1 ⊆ βE1. Thus, we have

E1 = βE1. (A· 2)

From Eqs. (A· 1) and (A· 2), we get E1 = h−1
1 h2E2. Simi-

larly, we have Ei = h−1
2i−1h2iEi+1 and Ei = h−1

2i−2h2i−3Ei−1 for
i = 1, 2, . . . , s. The converse is clear from the definition. �

A.2 The Condition of Successful Decoding for Zigzag Cy-
cle Codes

From Lemma 2, for all the stopping constellations {Ei}si=1 of
zigzag cycle codes, we see that E j for j = 2, . . . , s depends
only on E1, i.e.,

E j =

j−1∏
i=1

h−1
2i−1h2iE1

for j = 2, . . . , s. Hence, in order to clarify the stopping con-
stellation for zigzag cycle codes, without loss of generality,
we may focus on analyzing the state E1. From Lemma 2,
we see that E1 = βE1. A stopping state for β ∈ F2m \ {0} is
defined as a subset E ⊆ F2m such that

E = βE.

Let Eβ denote the set of all the stopping states for β.
A zigzag cycle code is recoverable if all the symbol in

the zigzag cycle code are correct by the BP decoder. From
the definition, it is clear that the assignment of states such
that Ei = F2m for i = 1, 2, . . . , s forms a stopping constel-
lation for any zigzag cycle code of weight s. Note that F2m

is a subset of F2m . Thus, no zigzag cycle codes over the
BEC are recoverable if all the bits are erased, i.e., F2m ∈ Eβ
for all β ∈ F2m \ {0}. More precisely, if all the bits are
erased, no symbols and no bits in the zigzag cycle are cor-
rect. Similarly, the assignment of states such that Ei = {0}
for i = 1, 2, . . . , s also forms a stopping constellation for
any zigzag cycle code of weight s, i.e., {0} ∈ Eβ for all
β ∈ F2m \ {0}. Such a stopping constellation corresponds
to the case that all the bits are correct by the BP decoder.

Hence, the zigzag cycle codes with labels h1, . . . , h2s

are recoverable unless all the bits are erased if Eβ =
{{0}, F2m }. In other words, whether the zigzag cycle codes
with labels h1, . . . , h2s are recoverable unless all the bits
are erased, depends only on the cycle parameter β =∏s

i=1 h−1
2i−1h2i.

A.3 Analysis of Stopping States

In this subsection, we clarify the condition of β such that
Eβ = {{0}, F2m }.

For β ∈ F2m \ {0}, let E(αi)
β denote the set of the stopping

states containing αi, i.e., αi ∈ E for all E ∈ E(αi)
β . The small-

est stopping state containing αi for β, denoted by E(αi)
β , is the

stopping state for β such that E(αi)
β ⊆ E for all E ∈ E(αi)

β and

αi ∈ E(αi)
β . It is clear E(αi)

β equals

⋂
E∈E(αi)

β

E. (A· 3)

Since αi ∈ E for all E ∈ E(αi)
β , we have αi is in Eq. (A· 3). We

show the closure of Eq. (A· 3) under the addition. If γ1, γ2

are in Eq. (A· 3), γ1, γ2 are in E for all E ∈ E(αi)
β . Since γ1, γ2

are in E for all E ∈ E(αi)
β , γ1 + γ2 is in E for all E ∈ E(αi)

β .
Hence γ1 + γ2 is in Eq. (A· 3). Obviously Eq. (A· 3) is a
subset of E for all E ∈ E(αi)

β . Note that

β
⋂

E∈E(αi)
β

E =
⋂

E∈E(αi )
β

βE =
⋂

E∈E(αi)
β

E.

Therefore, E(αi)
β is the smallest stopping state containing αi

for β.
Next, we show the uniqueness of the smallest stopping

state containing αi for β. Let E∗ be another smallest stop-
ping state for β containing αi. The existence of a stopping
state E∗ contradicts the definition of Eq. (A· 3), since the in-
tersection of E∗ and Eq. (A· 3) contains αi and is a stopping
state for β.

Lemma 3: The smallest stopping state containing α0 = 1
for β ∈ F2m \ {0} is a subfield of F2m .

Proof : For all E ∈ E(1)
β , since 1 ∈ E and E = βE, we have

β ∈ E. Hence, we have β ∈ E(1)
β . Recursively, β j ∈ E(1)

β
for j = 0, 1, . . . , σ − 1, where σ is the order of β, i.e., σ is
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the smallest positive integer such that βσ = 1. Since E(1)
β is

closed under the addition, we have
∑σ−1

j=0 ajβ
j ∈ E(αi)

β , where
a0, a1, . . . , aσ−1 ∈ {0, 1}. Hence, we have

E(1)
β ⊇ A :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
σ−1∑
j=0

ajβ
j | a0, a1, . . . , aσ−1 ∈ {0, 1}

⎫⎪⎪⎪⎬⎪⎪⎪⎭ .

Note that A = βA and A is closed under the addition. Thus,
we have E(1)

β = A.

We claim that E(1)
β is a subfield of F2m . Obviously, we

have the closure of E(1)
β under addition and multiplication.

The additive identity is 0 and the multiplicative identity is 1.
The additive inverse for γ ∈ E(1)

β is γ. For γ ∈ E(1)
β , γ2m−2

is in E(1)
β since the closure of E(1)

β under multiplication. The

multiplicative inverse for γ ∈ E(1)
β \ {0} is γ2m−2 (Note that

γ ∈ F2m \ {0}). We are able to check that all field axioms are
satisfied. Therefore, E(1)

β is a subfield of F2m . �

Lemma 4: Define Hm as in Eq. (2). If β � Hm ∪ {0}, it
holds that E(1)

β = F2m .

Proof : From Lemma 3, E(1)
β is a subfield of F2m . Note that

the order of proper subfield of F2m is 2r [17, p.45], where r
is a positive integer such that r | m and r � m. We will prove
E(1)
β is not equal to any proper subfields of order 2r. Define

g := 2m−1
2r−1 . From β � Hm \ {0}, we have β = αig+ j, where

j ∈ {1, 2, . . . , g − 1}. If β is a member of the proper subfield
of order 2r, then β2r − β = 0 [17, p.45]. However,

β2r − β = β(α j(2r−1) − 1) � 0.

Hence, β is not a member of the proper subfield of order
2r. Thus, we have E(1)

β is not equal to the proper subfield of
order 2r for any positive integer r such that r | m and r � m.
Therefore, we obtain E(1)

β = F2m . �

Lemma 5: Let Eβ denote the set of stopping states for β.
DefineHm as in Eq. (2). If Eβ \ {{0}, F2m } � ∅, then β ∈ Hm.

Proof : Let E be an element of Eβ \ {{0}, F2m }. Note that
αiE ∈ Eβ \ {{0}, F2m } for i = 0, 1, . . . , 2m − 2. If E contains
αi, then 1 is an element of α−iE ∈ Eβ \ {{0}, F2m }. Hence,
without loss of generality, we assume that E ∈ Eβ \{{0}, F2m }
and 1 is an element of E, i.e., E ∈ E(1)

β . Since E(1)
β � F2m and

β � 0, we have β ∈ Hm from Lemma 4. �

Lemma 6: Define Hm as in Eq. (2). If β ∈ Hm then Eβ \
{{0}, F2m } � ∅.
Proof : If β ∈ Hm, there exists a positive integer r such that
r | m, r � m and β ∈ {αi(2m−1)/(2r−1) | i = 0, 1, . . . , 2r − 2}.
Then, a stopping state for β is written as the following:

E = {0} ∪
{
α j(2m−1)/(2r−1) | j = 0, 1, . . . , 2r − 2

}
,

in fact E = βE and E is a subfield of F2m of order 2r. Hence,
we have E ∈ Eβ \ {{0}, F2m } � ∅. �

A.4 Proof of Theorem 1

Note that {{0}, F2m } ⊆ Eβ for all β ∈ F2m \ {0}. Hence, we
have Eβ = {{0}, F2m } iff Eβ \ {{0}, F2m } = ∅. Define Hm as
in Eq. (2). From Lemma 5 and 6, we have that β � Hm is a
necessary and sufficient condition for Eβ = {{0}, F2m }. From
Sect. A.2, we see that the zigzag cycle codes with labels
h1, h2, . . . , h2s are recoverable unless all the bits are erased
if Eβ = {{0}, F2m }, where β =

∏s
i=1 h−1

2i−1h2i. Hence, we ob-
tain that the zigzag cycle codes with labels h1, h2, . . . , h2s are
recoverable unless all the bits are erased, if β � Hm.

Takayuki Nozaki received B.E. and M.E.
degrees from Tokyo Institute of Technology in
2008 and 2010, respectively. He is currently
pursuing the D.E. degree in Department of Com-
munications and Integrated Systems at Tokyo
Institute of Technology. His research interests
are codes on graph and iterative decoding algo-
rithm. He is a student member of IEEE.

Kenta Kasai received B.E., M.E. and Ph.D.
degrees from Tokyo Institute of Technology in
2001, 2003 and 2006, respectively. Since April
2006, he has been an assistant professor in the
Department of Communications and Integrated
Systems, Graduate School of Science and Engi-
neering, Tokyo Institute of Technology. His cur-
rent research interests include codes on graphs
and iterative decoding algorithms.

Kohichi Sakaniwa received B.E., M.E., and
Ph.D. degrees all in electronic engineering from
the Tokyo Institute of Technology, Tokyo Japan,
in 1972, 1974 and 1977, respectively. He joined
the Tokyo Institute of Technology in 1977 as
a research associate and served as an associate
professor from 1983 to 1991. Since 1991 he has
been a professor in the Department of Electri-
cal and Electronic Engineering, and since 2000
in the Department of Communication and Inte-
grated Systems, Graduate School of Science and

Engineering, both in the Tokyo Inst. of Tech. From November 1987 to July
1988, he stayed at the University of Southwestern Louisiana as a Visiting
Professor. He received the Excellent Paper Award from the IEICE of Japan
in 1982, 1990, 1992 and 1994. His research area includes Communication
Theory, Error Correcting Coding, (Adaptive) Digital Signal Processing and
so on. Dr. Sakaniwa is a member of IEEE, Information Processing Society
of Japan, and Institute of Image Information and Television Engineers of
Japan.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /FlateEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


